University of Potsdam

T Institute ofEarth and Environmental Sciernice

Validation of Digital Elevation
Models (DEMs) & Derived
Geomorphic Metrics on the
Southern Central Andean
Plateau

Masterobds Thesi s
by
Benjamin Purinton
(StudentiD: 778174)

In partialfulfillment of the requirements for the degree of

Master of Science (M.Sc.)

Advisor: Prof. Dr. Bodo Bookhagen
Co-advisor: Dr. Wolfgang Schwanghart
Berlin

October 122016



Abstract

Geomorphologists usdgital elevation models (DEMs) to quantify topoghgp

i often without rigorous accuracy assessments. In this study we compare the
elevation accuracy and geomorphometric applicaticthe current generation

of global 30 m DEMs (SRTM ®and, ASTER GDEM2, and ALOS World 3D),

a regional 30 m DEM generated fneeight stacked ASTER L1A stereopairs,
threeregional 10 m DEM generated from TerraSAR / TanDEM-X radar
pairs, and a regional 5 m DEM (ALOS World 3D). Additional regiondl25m

DEM generation from optical satellite data (SPOT6 scenes, RapidEye scenes,
and ALOS PRISMri-stereopair) were attemptduit unused due to remaining
noise in slope and curvature calculatio@ar study focuses ore southern
Central Andean Plateau, where diverse topography, lack of vegetation, and clear
skies create ideal conitihs for remote sensingurther,tectonic activityin this
regionhas generated relevant features for a tectonic geomorphology analysis.
We assessedevtical accuracy by comparing standard deviations (SD) of the
DEM elevation versus a control dataset 800,000 differential GPS (dGPS)
measurements with < 0.5 m elevation accuracy acro86 #®f elevation. The

May 2016released global ALOS World 3D has the highest accuracy of the 30
m DEMs with SD = 2.81 m, outperforming the SRTMb&nd at 3.33 m. The
ALOS World 3D and SRTMC display no apparent vertical biases related to
elevation, slope, or aspebiut there are few measurements on slopes .>T8@°
lower quality of the ASTER GDEM?2 is apparent with a SD = 9.48 m and an
aspect related bias with an anpdie of ~5 m repeating at ~65°, ~135°, ~195°,
and ~325°. Through weighted stacking of eight manually generated 30 m
ASTER L1A stereopair DEMs, we display an improvement in accuracy to SD
=6.93 m. The 10 m TerraSAR / TanDEM-X DEMSs have SD=2.02-3.83 m

and the 5 m ALOS World 3DhasSD = 1.64 m. In a second analysis step, we
compare geomorphic metrics derived fraB0 m(SRTM-C), 10 m(TerraSAR

X | TanDEM-X), and 5 m(ALOS World 3D DEM focused on a 66 kim
catchment with a cleaiver knickpoint. For truk channel profiles analyzed
with chi plots, consistent/nvalues of 0.540.57 are found regardless of DEM
resolution, SD, or chi plot method. Hillslopes are analympdtreamand
downstream ofhe knickpointby calculating slope and curvature distributon
and plotting slope, curvature, and drainage area. While relief and slope
measurements vary little between datgsatcurate hillslope lengtheequire
higher resolution 5 m data. Curvature variability is also only captured by the 5
m data, however, attgnts at analyzing subasin morphological variability
with respect to the dynamic knickpoint feature are hampered by complex basin
morphology and an inability to capture fiseale ridgecrest curvature changes.
The improvements in accurate high resolutiosatellite data for
geomorphometric analysis are promisibgt higher-resolution lidar data is still
necessary for finscale analysis



Zusamme rfassung

In dieser Studie vergleichen wir die HOhengenauigkeit und die
geomorphologische Eignung der gangigen Generation von: 1) globalen 30 m
DHM (SRTM Gband, ASTER GDEM2, und ALOS Wor@D); 2) einem aus
8-fach gestapelten ASTER L1A Stereopaar generiertem regionalen 30 m DHM;
3) drei aus dem TerraSAR / TanDEM-X Radar Paar generiertem regionalen

10 m DHM; und 4) einem regionalen 5 m DHM (ALOS World 3D). Die
Generierung weiterer regional®12 m DHM aus optischen Satelliten Daten
(SPOT6 Szene, RapidEye Szene und ALOS PRISMtéreopaar) ergab mit
Rauschen versetzte Daten, welche bei der weiterer Prozessierung
ausgeschlossen wurden. Der Fokus dieser Studie liegt auf der sudlichen
Hocheb@e der Zentral Anden, wo tektonische Aktivitat zur kennzeichnender
Geomorphologie fiihrte, die es zu untersuchen gilt. Das Zusammenspiel von
topographischer Diversitat, sparlicher Vegetation, sowie tUberwiegend klaren
Himmel bildet ein optimales Set fir Fenkundung.Die vertikale Genauigkeit
wurde erreicht durch das Vergleichen der Standardabweichung (SD) der DHM
Hohe mit einem Kontrolldatenset von390.000 differentiellen GPS (dGPS)
Punktmessungen, aufgenomméiner4.000 Hohenmetern verteilt. Das im Mai
2016 veroffentlichte globale ALOS World 3D hat die hochste Genauigkeit im
30 m DHM Bereich mit einer SD = 2,81 m, was die 3,33 m des SRidard
unterbietet. Die ALOS World 3D und SRTMI@and weisen keine vertikalen
Fehler auf, weder in Hohe, Steigung noch in Fallrichtung. Die untere
Qualitatsgrenze der ASTER GDEM2 ist vergleichbar mit einer SD = 9,48 m
und einem vom Einfallen beeinflussten Bias mit einer Amplitude von ~5 m.
Durch gewichtete Stapelung von acht mangeiherierten 30 m AFER L1A
Stereopaar DHM, konnte eine Erhdhung der Genauigkeit auf SD = 6,93 m
erreicht werden. Die 10 m TerraSAR/ TanDEM-X DHM haben eine SD im
Bereich von 2,08,83 m und das 5 m ALOS World 3D eine SD = 1.64 m. In
einem zweiten Aalyseverfahren wurden geomorphadkxhe Parameter aus
dem 30 m (BRTM-C), 10 m (TerraSARX/ TanDEM-X) und 5 m (ALOS World

3D) DHM verglichen, aus einem 66 kngroBem Einzugsgebiet mit einem
eindeutigen Gefallsbruch im Flussverlauf. Etiot Analysen von Fissbett
Profilen ergaben konstanten/n Werte im Bereich von 0.50.57, unabhéngig

von der DHM Auflésung, der SD, sowie der &hot Methode. Die
Hangneigung wurde Flussabwarts urdufwérts vom Gefallsbruch durch
Bestimmung der Neigungaind Krimmungsveeilung bestimmt, sowie durch

das Plotten von Neigung, Krimmung und des Einzugsgebietes. Messungen von
Relief und Neigung variieren innerhalb unterschiedlicher Datensatze. Fur eine
prazise Bestimmung der Hangneigungslange waren hdher aufgeldste 5 m Daten
bendtigt gewesen. Variationen in den Krimmungswerten konnten nur in
Bereich der Daten aus dem 5 m Datenset beobachtet werden. Ansatze zur
Analyse von morphologischen Varietdten im Sdcken Bereich in
Abhéangigkeit von dynamischen Geféllsbruch Eigenschaiem aufgrund
komplexer Beckenmorphologie din eingeschrankter Erfassung von
Bergruckenkrimmungsunterschieden im F8eale Bereich gescheitert.
Obwohl eine Verbesserung der Genauigkeit von hochauflosenden Sateliten
Daten fur geomorphologische Analysenlversprechend sind, kann eine Fine
ScaleAnaylse nur mit Hilfe von hochauflosenden LIDAR Daten durchgeftihrt
werden.
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1. Introduction

The proliferation of digital elevation models (DEMs) for topographic
analysis in the past twenty years has provided geomorphologists with powerful
tools to explore the linkages between fundamental geomorphic processes and
landforms and to test hypothasef landscape evolution at local and regional
scalesusing geomorphic metricge.g., Howard et al., 1994; Burbank et al.,
1996; Whipple and Tucker, 1999; Montgomery et al., 2001; Dietrich et al.,
2003; Roering et al., 2007). Modegaomorphologists usedlguantitativesul>
discipline of geomorphometry(Pike et al., 2009)o explore how tectonic,
climatic, and lithologic signals can be inferred from DEMs; particularly how a
basinds transient adjust ment to changi nq
or tectonic (e.g., baselevel fall) boundary conditions are recorded in topography
(e.g., Snyder et al., 2000; Wobus et al., 2006; DiBiase et al., 2010; Bookhagen
and Strecker, 2012; Kirby and Whipple, 2012; Scherler et al., 2015; Clubb et
al., 2016; Olen «dl., 2016) Questions remain to what extent transient responses
can be recorded in landscape morphology sampled from a DEM at the scale of
catchments to mountain ranges (e.g., DiBiase et al., 2010; DiBiase et al., 2012;
Olen et al., 2016), and how the mbogbogy of channel networks and hillslopes
can independently act as records of basin transience used to map erosion rates
(e.g., Wobus et al., 2006; Ouimet et al., 2009; Kirby and Whipple, 2012; Hurst
etal., 2012; Clubb et al., 2016; Forte et al., 201énC@it al., 2016). The discrete
parameterization of the land surfagging elevation and its derivatives (e.g.,
slope, curvature, aspect) calculated from DEMs is a necessary step for the
extraction of geomorphic features. Therefore, hillslope and chanm@dysan
requires accurate DEMs, as errors will propagate and grow in the first (slope)
and second (curvature) derivatives of elevation, potentially obscuring

geomorphic metricéReuter et al., 2009; Wilson, 2012).

Remotely sensed DEMswe refer to all digal topography herein as DEMSs,
as opposed to the often used term digital terrain model (DTM) fordxath
models with vegetation and structures removedte generated from data that
are originally distorted through sensor, terrain, and atmosphericitiomsd
leading to misrepresentations (error) in the final product (Smith and Sandwell,
2003; Fisher and Tate, 2006; Nuth and Kaab, 2011). Because of this, height
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error reporting using a control dataset is an important, and often neglected, step
before apptation of DEMs to geomorphic studies (Fisher and Tate, 2006;
Wechsler, 2007). Additionally, DEMs are typically received as gridded datasets
with a defined measurement interval (resolution) that may oversimplify fine
landscape variability, so consideratiomst also be taken of the geomorphic
scales of interest (e.g., Hengl, 2006). For instance, while channel profiles over
long reaches are readily analyzed on coarser 90 m resolution data, hillslopes
with considerably smaller extents require highe30Im resolution data capable

of identifying individual hillslopes and ridgerests. Furthermore, DEM biases
specific to a given sensshould be considereaatior to analysisespecially in

steep topography (e.g., Nuth and Kééab, 2011).

Since the release of the dtrglobal DEM by the United States Geological
Survey (USGS) in 1996 (GTOPO30) at a resolution of 3Gaponds (~1 km),
advances in remote sensing technologarticularly satellite observatignand
processing capabilities have steadily improved theuracy and reduced the
resolution of DEMs. The 2003 release of the 90 m Shuttle Radar Topography
Mission (SRTM) global DEM ushered in a new age of geomorphometry (Pike
et al., 2009). With the 2009 release of the 30 m Advanced Spaceborne Thermal
Emission and Reflection Radiometer Global DEM (ASTER GDEM,;
METI/NASA/USGS, 2009), and more recent releases of the improved ASTER
GDEM version 2 (ASTER GDEMZ2; Tachikawa et al., 2011), SRTidand 30
m (SRTMC), and upsampled Advanced Land Observing Satellite (ALOS)
World 3D 30 m (AW3D30), geomorphologists now have open access to many
largescale DEMs. In addition to these public 30 m global datasets, higher
resolution (310 m) regional DEMs from a variety of satellite sources are
becoming increasingly available througbommercial purchase as edited
products (e.g., ALOS World 3D and TerraSAR TanDEM-X WorldDEM),
optical stereopairs for stereogrammetric processing (e.g., Pleladesd
ALOS PRISM), and radar scenes for interferometric processing (e.g.,
TerraSARX / TanDEM-X).

The global SRTMC and ASTER GDEM2 have reported vertical accuracies
of ~5-20 m depending on terrain characteristics (&/glkherjeeet al., 2013;

Rexer and Hirt, 2014), with some biases reported related to slope and aspect of
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the terrain (e.g., &thier et al., 2006; Nuth and K&&b et al., 2011; Shortridge
and Messina, 2011). While these accuracies allowlerg (decadal) tracking

of glacial elevation changes (e.g., Racoviteanu et al., 2007; Paul and Haeberli,
2008), higher resolution regional s from optical and radar sources have
proven more accurate (<5 m vertical error) than these global products for glacial
studies in steep terrain, particularly oroghr time scales (e.g., Berthiet al.,

2007; Berthier and Toutin, 2008; Jaber et &12 Neckel et al., 2013; Pandey
and Venkataraman, 2013; Holzer et al., 2015; Rankl and Braun, 2016;
Neelmeijer et al., in review). However, to date no studies have assessed the
accuracy of the current generation of higisolution, satellitalerived DEMs

with regards tageomorphometry Thesemeasurements, unlike glacial studies,
rely on the derivatives of elevation (e.g., slope and curvature) and not the
absolute height or height changes. Furthermore, glacial studies are typically
conducted on lower slopeerrain and compare areaide measurements
allowing the averaging out of some error. On the other,hgewmorphic studies
examining channels and hillslopes in steeper terrajntmamore impacted by
remotesensing errors and artifac(s.g., from shadowm), and geomorphic
parametersrely on the accuracy ofa single pixel and $t relation to the

surrounding pixels.

Recently, the application of light detection and ranging (lidar) by ground
and aerial methods has been applied to generate meter -toegeib gale
elevation point clouds and gridded DEM datasets at smaller areal extemts tha
satellite derived DEMsRassalacqua et al., 2015). Lidar has revolutionized
geomorphology with more accurate representations of the land surface and led
to new insights andiscoveries in the realm of mass and energy transport laws,
channel initiation, surface flow routing, and landslide and fault scarp mapping
(e.g., Dietrich et al., 2003; Roering et al., 2007; Roering et al., 2013; Shelef and
Hilley, 2013;Tarolli, 2014. Furthermore, previous studies examining the effect
of grid resolution orgeomorphic metrickhave primarily used resampled lidar
data (e.g.Tarolliand Tarboton, 2006;arolliand Dalla Fontana, 2009; Grieve
et al., 2016c¢).

While coarser DEMs have proversaful in exploring mountain belt

hypsometry and linkages between climate, erosion, and tectonics at basin or
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regional scales (e.g., Montgomery et al., 2001; DiBiase et al., 2010; Bookhagen
and Strecker, 2012), their utility in analyzing procéssl geomophology and
assessing critical hillslope parameters is limited and lidar is often deemed
necessary (Tarolliand Tarboton, 2006; Tarolli and Dalla Fontana, 2009; Tarolli,
2014; Roering et al2007;Passalacquat al., 201%. Despite this, the limited
spatal extent (~1 krf) and high effort and cost of obtaining lidar are prohibitive
factors to its application dtasin or regional scales (0000 kn¥). Advances

in highresolution (310 m) regional DEM availability and accuracy from a
number of satellitesave proven useful to studies of glacial and volcanic
elevation change (e.g., Holzer et al. 2015; Bagnardi et al., 2016), however,
investigation of their advantages over 30 m public DEMs in representing
derivatives of elevation for channel and hillslopelgsia in lieu of lidar is still

necessary.

This study shows a mWDEM validation for the southern Central Andes in
NW Argentina in an arid landscape with no vegetation cover, ideal for remote
sensing. DEM validation is presented by: (i) reporting theicadraccuracy of
a number of global and regional remotely sensed DEMSs at resolutions of 5, 10,
and 30 m from open access portals, commercial sources, and research
agreements; and (ii) carrying out channel profile and hillsgigoenorphometric
analysis fora 66 km catchment with a clear knickpoint to assdke
representation aflevationgradientsandthe quality of these DEMdor tectonic

geomorphology.



2. Study Area

The present study centers on the Puna de Atacama plateau in northwest
Argentina (Fig. 1A). The Puna is the southern extension of the low relief, high
elevation, internally drained Central Andean Plateau (also referred to as the
Altiplano-Puna Plateau), extending for over 1,500 km and reaching widths of
over 350 km in the Central Andg#llmendinger et al., 1997). Due to the
pl at e a udrid clirhafepcaused by orographic blocking and regional
atmospheric circulation patterns (Bookhagen and Strecker, BiBmann et
al., 2014, there is an absence of cloud and vegetation covererPtina,
creating ideal conditions for remote sensing of the Heam¢h surface. As the
Puna is largely uninhabited and erosionrates are very low (e.g., Bookhagen and
Strecker, 2012), the study site is a pristine environment experiencing little
change fromyearto-year, thus minimizing differences between DEMs
collected years apart. Topographic expression is diverse on the plateau with flat
salars having neazero relief at 510 km scales surrounded by steep volcanoes
and mountain ranges with > 2 km of eflat 25 km scales. This morphology
is readily apparent around the Pocitos Basin, centered on the Salar de Pocitos
(elevation ~3,600 m) and bordered by mountains such as the Nevado Queva
reaching elevations of over 6,000 m (Fig. 1B). Within theif®s Basin, we
focus geomorpbmetric analysis on the 66 KmQuebrada Honda catchment,
with 1.2 km of relief (Fig. 1C). The Quebrada Honda was chosen for
geomorphic comparisons for its coverage across available DEMs, size, uniform
Paleozoic metasedimentary lithghp and the presence of a knickpoint 7 km

upstream of the outlet that divides the basin into transiently adjusting sections.



24°30'S

24°S

24°35'S

25°S

® dGPS Measurements

C:S Altiplano-Puna Basins

SRTMv4.1 90m Elevation [m]
<1000
1000-2000
2000-3000
3000-4000
4000-5000

>5000

26°S

\_ Altiplano-Puna

7] )
. {&Pla teau [
"

Normalized Steepness (k, ) [m°?]
m/n =0.52
<100

~——100-200
200-300
300-400
400-500
> 500

Salar de Pocitos
24°30'S

27°S

68°W 67°W 66°W 67°W

Figure 1. (A) Topographic overview of the South American study area. 307,509
dGPS measurements displayed in pink. UNSA baseostdtivhite star) for
dGPS kinematic correction located in Salta, Argentina. Inset shows South
American continent with international borders and interndfined Central
Andean Plateau (Altiplan@una). Study focus is the Pocitos Basin (B), where
elevatiorranges from 3,600 m on the flat salar to 6,00@msurrounding peaks.
Geomorphometricanalyses focus on the Quebrada Honda (C) catchment
draining an area of 66 Knfrom 5,000 m of elevation down to 3,800 m. A
knickpoint 7 km upstream divides the basitoian upper and lower section with
differing morphology (Fig. 2). The transition is observable along the trunk as
normalized channel steepneks)(averaged along 300 m reaches on the SRTM

C 30 m DEM increases to values > 500. Thé reference value of.B2 is
calculated using chi plot analysis. Elevations in (A) and (B) are the80 m
SRTMv4.1 DEM(Jarvis et al., 2008).
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3. Data and Methods
3.1. dGPS Data

Vertical accuracyof optical and radar DEMs vgaassessed using a unique
high-accuracy diffeential GPS (dGPS) dataset spanning 4,000 m of elevation
centered on the Pocitos Basin (Fig. 1A). Of 333,555 total raw dGPS
measurements collected during field campaigns from March -2018,
307,509 kinematically corrected points with vertical and hor&oatcuracies
< 0.5 mwere selected for the final control on DEM vertical accuracy. Data were
projected to the EGM96 vertical and WGS84 horizontal datums in the UTM
coordinate system zone 19S. This point measurement dataset was rasterized to
the resolutiorand extent of each DEM. Multiple measurements within a DEM
pixel were averaged and pixels without measurements were set to no data. This
led to areduction in the number of individual measurements used to assess DEM
vertical accuracy, but accounted forltiple measurements per pixel to provide
a robust validation. Details of measurement collection and-gosessed
kinematic correction of the raw dGPS files using the UNSA permanent station

in Sata (Fig.1A) can be found in Appendix.A

3.2. DEM Datasets

DEMs collected from a number of public, commercial, and research
agreement sources are listed in Table 1. All were referenced to the same datums
(EGM96 / WGS84) and projected into UTM19S using bilinear interpolation.
All DEMs were coregistered to a commocontroli the SRTMC, selected for
its excellent geolocatioraccuracy(Rodriguez et al., 2006) using affine
parameters by upr dowrsampling the SRTMC to the resolution of the DEM
of interest and iteratively shifting to reduce the root mean sqesred(RMSE)
of the elevation difference. This step insures all DEMs are aligned and allows
direct comparisons of elevation between them (e.g., Nuth and K&aab, 2011).
Additional information on each dataset listed in Table 1 are foudgppendix
B, including datasets that were not included in the comparison due to lower
DEM resolution or quality issues (SRTMv4.1 90 m, SRXMBO m, RapidEye
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12 m, SPOT6 5 m, ALOS PRISM 4stereopair 10 m, TerraSAR pairs 10 m,
and TerraSARX / TanDEMX pairs processed to 5)m

Table 1. List of DEMs used for comparison aggbmorphicanalysis

Dataset

(short name) Data Type

(m)

Resolution

Source

Notes

SRTM Gband Radar / Edited 30

Public /
https://ltacr.us

Released 2014,
previously only US

(SRTM-C) global product gs.goVISRTM1 coverage
Arc
ASTER Public / Released 2011
GDEM Optical / https://asterwe update of ASTER
Version 2 Edited global 30 b.jpl.nasa.govy GDEML1 released
(ASTER product gdem.asp 2009
GDEM2)
Public / ASTER GDEM2
ASTER L1A http://reverb.ec was generated by
Stereopair Optical / Raw 30 ho.nasa.gov/ire automated
Stack (ASTER  stereopairs verb/ procesig and
Stack) stacking of these
original stereopairs
Public / Released May 2016
ALOS World Optical / http://www.eor downsampled
3D30m Edited global 30 cjaxap/ALO  verson of
(AW3D30) product S/en/aw3d30/ commercial DEM
product
. Commercial/ Released2015 as
ALOS World Optical / ) . ) .
Sm | edieagoba 5 PG fgesesouion
(AW3D5) product - DEM
Research TanDEM-X and
agreement/ TerraSARX mission
TerraSARX / Rada / Raw http://terrasar were usedto
TanDEM X interferograms 10 x.dIr.de/ enerate the
(TSX/TDX) 9 L 9

commercial 12 m
WorldDEM in 2015

3.3. ASTER Stacking

The ASTER radiometer hasollected alongrack stereopairs with nadir
(Band 3N) and backward (Band 3B) looking near infrared cameras between 83°
N and 83° S since 1999 (Tachikawa et al., 2011). Using these stereopairs, a 30
m ASTER global DEM has been generated by automatic csteneelation,
stacking, and averaging of over 1.2 million scenes. The 2011 release of the
ASTER GDEM version 2 (ASTER GDEM2) used in the present study
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https://lta.cr.usgs.gov/SRTM1Arc
https://lta.cr.usgs.gov/SRTM1Arc
https://lta.cr.usgs.gov/SRTM1Arc
https://asterweb.jpl.nasa.gov/gdem.asp
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http://aw3d.jp/en/
http://aw3d.jp/en/
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represented a vast improvement in qualitagfiikawa et al., 2011), however
remaining noise is caused lysues with cloud cover, water masking, the
smaller stereo correlation kernel, and-megistration of scenes prior to stacking
(Nuth and Kaab, 2011). We seek to improve on the ASTER GDEM2 using eight
raw ASTER L1A 3N/B stereopairs downloaded with vargaderlap from the
Pocitos Basin. Using stereogrammetric processing methods we gdreighie

30 m DEMs from these stereopairs. Details of DEM generation along with
RMSE of ground control and tie points are presentéppendix B(Table BL).

Each L1A DEM was coregistered to the SRTIZ, manually masked for
outliers showing abrupt hundreds to thousands of meters steps in elevation
(caused by clouds or haze in the imagery or software processing errors), and
differenced with the SRTMC. Pixels were weightedith a bisquare scheme
based on their correlation with the SRI®/ and a weighted average of the

overlapping DEMs was used to generate a higher quality 30 m ASTER Stack.

3.4.Elevation Accuracy Assessment

To assess DEM vertical accuracy, we first perfedna pixelby-pixel
comparison of rasterized dGPS and DEM elevation values afiexgrsiration
to the SRTMC. As our dGPS data have vertical uncertainties (< 0.5 m) below
the elevation intervals of all available DEMs, they are taken as an absolute
contrd. Our preferred metric for DEM vertical accuracy is the meansigfina
( Usdandard deviation (SD) (Li, 1988; Fisher and Tate, 2006). Specifically, we
are interested in the SD of DEM elevation versus dGPS height as our quality
metric. Plotted histogras d uncertainty distribution we normalized by their
respective mean offsets so the 8&uld be visuallycompared. Differences of
+30 m wee filtered out as outliers caused by bad data and processing errors,
and the percentage reduction in number of measms from this filtering is
reported as an additional quality check. In a second step, we esaganmir
distributions with respect to terrain slope, aspect, and elevation for the wide
coverage 30 m global DEMs (SRT®, ASTER GDEM2, and AW3D30), in
which case we alsmormalize by mean offset, but ditbt exclude +30 m

outliers. Measurements are separated into 100 m elevation bins ranging from
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1,100 m in the foreland to 5,000 m on the peaks surrounding the Pocitos Basin
(Fig. 1A). Slopes are binned by 1§ o a maximum of 45° for the ASTER
GDEM2 and SRTMC and 42° for the AW3D30. Aspect is binned by 10° with
north at 0° and east at 90°. Vertical uncertainty is plotted in each bin as a box
plot showing the median, 2ZB6" percentile range, andtand 99" percentile

outlier cutoffs.

3.5.Geomorphometric Analysis

We go beyond pixeby-pixel vertical accuracy comparisons by examining
channel and hillslope parameters extracted fronetidsMs in order to assess
ther representation of derivatives of elevatiandas well aghe improvements
from 30 m (SRTMC) to 10 m (TSX/TDX) to 5 m (AW3b) spatial resolutions.

The derivation of geomorphic metricselies on accurate landscape
representation by the DEMSs, thus providing a relative assessment of their
guality in complement to the elevation validation by dGPS. We focus on the 66
kn? Quebrada Honda (Fig. 2), and exploit the transient setting resulting from
the knickpoint by separating analyses between downstream steep and upstream
gentlesloped terrain. This allosws to test hypotheses of hillslope morphology
adjustment to different river gradients in a large catchment with the same
climatic and lithologic conditions. The size of the catchment necessitates large
coverage, remotely sensed DEMs, whereas lidar daticMoedifficult to attain

and expensivéor a catchment of this size.
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Figure 2. Topographic overview of Quebra#mnda (cf. Figure 1) from
commercial AW3D5 5 m DEM. Coordinates in UTM zone 19S. (A) Normalized
channel steepnes&sf) averaged over 300 meaches usingn/n = 0.52 with
upstream and downstream drainage areas indicated by black outlines. All
tributaries with drainage areal kn? areplotted. (B) Longitudinal profile of
trunk channel and tributaries widipproximatdip of knickpoint indicatel. Note
the steeper tributaries downstream of the knickpoint. DE) slope map
(Tarboton, 2005) displaying steeper topography downstream of knickpoint,
indicated by warmer colors and greaserage slopeSe= mean = SD)with
area in (D) outlined in ik (D) Curvature coloredby +# r ange wi
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in the 5 m DEM is likely related to small scale hillslope processes (e.g., slumps).
See Appendix OFig. D1) for curvature comparison between DEMs.
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3.5.1. Channel Profile Analysis

Advances in longitudinal channel profileadysis driven by accurate DEMs
have elucidated changes in boundary conditions recorded in channel slope and
upstream propagating knickpoints (e.g., Wobus et al., 2006; Kirby and Whipple,
2012). The stream power incision model (SPIM) of landscape evolution
provides the theoretical basis for relating channel slope and drainage area [see
Kirby and Whipple (2012) or Lague (2014) for background and limitations of
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SPIM]. Applied to a channel profile in steady statz/dt= 0) we find the
relationship:

S 1)

whereU is uplift, K is erodibility, A is local drainage are& is local channel

slope, andnandn are sitespecific constants.

Through an empirical powdaw relationship for steady state streams, local
channel slopeaand contributing upstream drainage area are related by (Hack,
1957; Flint, 1974):

Yo Qo (2)

where the powelaw coefficient is channel steepness) @nd the powelaw
exponent is the concavity inded)( Through equations (1) and (2pwbserve

that ks = (U/K)¥" and d = m/n Linear regression on plots of kijnned area
versus average slope can be used to estimate these constants, and deviations
from this logarithmically linear relationship canindicate knickpi¢Kirby and
Whipple,2012).d, orm/n, values fall in a restricted range (approximately ©.35
0.65), so a reference concavity is often selected to calculate the normalized
channel steepness indeks that can be compared across differgaed
drainage areas (Wobus et al.,0B). As slopearea regression requires
calculation of slope from noisy DEMs, Perron and Royden (2013) recently
developed the method of chi plot river profile analysis, which forgoes the need
to calculate slope through integration of equation (1) and thedurction of a
reference drainage are®) to arrive at:

G G — .. (3a)
where
— (3b)
In this equatiorz (elevation) is the dependent variableand ( i nt egr al of

drainage area along profile distance) is the independent varidig@exyis the

downstream baselevel start of integration. Channel profiles can be plotted
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linearly in chi space by estimating/nusing leassquares fitting and selection
of the value with the highed® correlation coefficient (Perron and Royden,
2013).This empirical value fom/n(d.s) can then be used to calculate steepness
indices ksn) from equation (2) for mapping patterns of deformation, climatic

influence, and/or lithologic boundary conditions (e.g., Forte et al., 2016).

Here, we appliethe leastsquared:?> maximization of rron and Royden
(2013) to the 30, 10, and 5 m DEMs for the Quebrada Honda trunk stream
(Schwanghart and Scherler, 2014). This method attempts to linearize the entire
channel to one beft line in chi space and does not provide robust uncertainty
estimaés form/n as linear regression is performed through serially correlated
values of chi distance and elevation (Perron and Royden, 2013). Because of this,
we also employed the piee@se fitting m/nselection algorithm developed by
Mudd et al. (2014). Thimethod balances goodnesisfit for the piecewise fit
profile with model complexity (number of parameters and segments) to provide
anm/nat the minimum corrected Akaike information criterigth@c) (Akaike,

1974; Hurvich and Tsai, 1989). A SD (uncert@inof this minimum AlCc is

also provided, over whicAlCc values falling within the SD range indicate other
plausiblem/nvalues (Mudd et al., 2014). Sensitivity tests were performed by
varying fitting parameters with final parametgesnd example plotsof both

methods)reported inAppendix C.

3.5.2. Hillslope Geomorphic Metrics

Besides channel profile analysis, signals of denudation and uplift may also
be inferred from hillslope morphology as deterednby geomorphicmetrics
including hillslope lengthrelief, slope angles, and curvatufideseparameters
calculatedfrom DEMs also allow theexploration ofempirical geomorphic
transport lawsdf. Dietrich et al., 2008 Further, he accuratsamplingof local
relief (R), slope angle$S), and curvature$C) allowspatterns of erosion to be

mappedirom topography alonée.g., DiBiase et al., 2010; Hurst et al., 2012).

Characteristic hillslope lengthLg) is ahorizontalmeasure of the hillslope
to-valley transition demarcated by the first inflection inoplearea plots at a
critical drainage area where channel heads are able to irf#igte Tarolli and
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Dalla Fontaa, 2009) Early studies making use of contour map derived DEMs

displayed their utility in exploring the hillslope-valley transition via

contributing areess | ope r el ati onships, but only given
30 m) to observe the slofea inflection (Montgomery and Foufoula

Georgiou, 1993Zhang and Montgomery, 1994; ljja¥asquez and Bras,

1995).Dividing the critical drainageraa by the unit contour width (in a wider

sense DEM resolution) then provides an approximatiobhd@e.g., Roering et

al., 2007). Slopearea plots provide a measure Lof in the horizontal sense,

measured from ridgerest to channel marginyhich can be sed to compare

different landscape settings (elgenkle et al., 2011Grieve et al., 2016a)

The distributions oklope and curvature measured @®EM have been
demonstrated to increase with increasing resolutieading to differences in
geomorphomeic analyses(e.g., Vaze et al., 2010; Grieve et al., 2016c)
Generally, higher resolution DEMs are necessary to explore process level
geomorphology reliant on local slope and curvature measurei@egts Tarolli,
2014) whereadasin averageslopes meaged on 10 m resolution DEMs have
been shown to follow patterns of erosion up to a limiting value (DiBiase et al.,
2010) On the other handiilltop curvature(Cyr) mapped fromhigh resolution
lidar DEMs hasbeen demonstrated to follow patterns of erosietli beyond
the hillslope and channel limi@urst et al., 2012)Despite this it has been
suggested that at resolutio®5 m DEMs areunableto capture the fine

variability of these curvature measureme(asg., Clubb et al., 2016)

Here we test theawest generation of higiesolution satellite DEMs (5 m
AW3D5 and 10 m TSX/TDX) for assessing the hillsl@pevalley transition
measured by y as well as differences in relieflope angles, and curvature
upstreamand downstream othe knickpointin the @ kn? Quebrada Honda
catchment(Fig. 2). We comparé results from this analysis with the 30 m
SRTMC for its high quality and widespreade In addition, we analyzethe
AW3D5 bilinearly resampled to 10 and 30 m to examine differences in
resoltion indepadent fromsensor biases (Grieve et al., 20166 didnot
include the ASTER DEMs in hillslope analyses because of elevati@e noi
prevalent in these 30 m DEM#/e also exclude the 30 m AW3D3(as linear

steplike artifacts on hillslopes, likely caused the resampling technique thie
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Japanese Aerospace Exploration Agen@AXA), obfuscats slope and
curvature calculationsWe combingd measures of curvaturend slope
distributions with slopearea, slopeurvaure, and curvaturarea plots to
demonstratedifferences in morphology irthe upstream and downstream
catchmentsin a second stepve exploré subbasinconvex curvaturéfrom the
5 m DEM) and slopgfrom the 530 m DEMs)in relation toknickpoint location

in search of transietillslope morphologysignals

For each DEM, we calculatethean and SD of reliefipstream and
downstream of the knickpoint in & km moving window Since hillslopes
represent a diffusive environment where fli@multi-directional, we calculate
drainage area and slopeusinche DB al gori thm (Tarboton,
was calculated using the Laplacian of elevafex., Tarolli and Dalla Fontana,
2009)

6 na — — (4)

where concavity (valleys andhannels) is denoted b > 0, comwexity
(hillslopes and ridges) is deteal byC < 0, and planar slopes are denotedby

= 0 (Fig. D). Wiener filtering (Wiener, 1499) in a ninepixel window was
carried out prior tocurvature calculationgluring initial tests Although this
smoothing technque emphasized sharp ridges and narrow valfeyssome
DEMSs, it wasfound to reduce the curvature variability captured in the 5 m data
(cf. Appendix D, Figure D1)Thus for further calculabns, raw curvature from
the uriltered DEM was preferredDistributions of slope and curvature (all
curvature anatonvex curvature alone) wevisualized as box plotlisplaying
medians, 255" percentile rangg 15tand99" percentile cutoffsandall outlier

measurements.

We generat@ plots of mean slop@and meancurvature + 1-0 versus
logarithmically binned contributing area and plots of mean slopéi ¥ersus
linearly binned curvature(all separatedupstream and downstream of the
knickpoin)). For slopearea plotsthe gradientat thegraphicalrollover in binned
areais remrded along with this area bhiBy dividing thisareabin by the DEM
resolution, weacquire ameasurement for horizontdly (e.g., Roering et al.,

2007 Grieve et al., 2016aWe alsoused2-D kernel density estimates (Botev
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et al., 2010) to identify theethsest concentrations of slope and area values, but
found similar resultgo the graphical approachs an additional comparispn

we used theurvatureareaandslopecurvature plots to visualizbe slope and
areatrends related to curvature, particuladsoundthe zero curvature planar

inflection point in the landscape (Roering et al., 1999

Following assessment ofipstream and downstreaif@and interDEM)
differences in slope, curvature, hillslope length, and relief, we focused on sub
basin variability elated to the knickpointn the Quebrada Honddadere, we
manually selected basin pour points to insure sampling of large enough basins
with internal hilltops and valleys for averaging hillslope signaldotal of 27
basins were selected for this analysigh seven fully downstream of the
knickpoint, two near the knickpoint ljand the remaining basins upstream of
the oversteepened channel readlinimum subbasinareawas 0.25 kn%,
maximum areawas6.9 knt, andthe meanareawas1.8 kn%. In an attemptd
isolatehilltop pixelsfrom the 5 m AW3D5 DEMo assess patterns of erosion
related to the knickpoinfHurst et al., 2012), convex curvature was extracted
from eachsubbasinand filtered to removany pixelswith drainage areas of >
100 m, slopes >0.8m/m and finally any isolated patches of < 20 pixSl®pes
and filtered convex curvatusdor each sukbasinwereplotted asmean + 1
and box plots showing the full distributicearound the medianMean and
mediancentered results were plotted as thebb asi nd s relative di
upstrean of the Quebrada Honda outlelongside amap view ofsubbasin
location andchannel steepnesksf) for all channels with > 0.1 kindrainage

area.
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4. Results
4.1. ElevationAccuracy

Vertical uncertaities, meaured as the mean + Sip differences between
DEM elevation and rasterized dGPS height, for all DEMs are summarized in

Table 2.

Table 2. Results of pixddy-pixel DEM vertical accuracy (DEM minus dGPS).

Mean of SDof dGPS Number of Reduction by
dGPS ; - .
Dataset : uncertainty rasterized  +30 m outlier
uncertainty o
(m) (m) measuremerits filtering (%)
30 m SRTMC 2.81 3.33 64,782 0.02
30 m AW3D30 1.59 2.81 63,413 0.03
30 m ASTER
GDEM2 -0.86 9.48 63,308 2.30
30 m ASTER Stack 456 6.93 15,506 0.12
10 m TSX/TDX
(February 7, 2011) 1.99 2.02 28,982 0.03
10 m TSX/TDX
(November 6, 2012) 1.32 3.83 22,182 0.00
10 m TSX/TDX
(August 25, 2013) 2.94 3.22 22,175 0.00
5m AW3D5 2.40 1.64 14,306 0.00

a, After £30 m oultlier fittering

b, Generated foPocitos Basin by wghted stacking of eight manually generated ASTER L1A DE
¢, Compare with 11.42 m and 10.06 m SD for single L1A DEM and ASTER GDEMZ2, respective
d, DEM selected fogeomorphometric analysis

For visual comparison, the vertical uncertainty distributiaespdotted for
the 30 m (Fig. 3) and higher resolution (FigDEMs. Despite its low SD, visual
inspection of stefhike artifacts on some hillslopes, likely caused by resampling
at JAXA, revealed the inadequacy of the AW3D30 dssessing geomorphic
metrics The low SD and smooth appearance of the SRTMd to our selection
of this 30 m DEM forfurther analysis The improvement in quality through
weighted stacking of ASTER L1A stereopair DEMs is apparent in the reduction
of the SD from 11.42 m for a simgL1A DEM to 6.93 m for the Stack, although
all ASTER DEMs extend well beyond the £30 m outlier cutoff (Figure 3B).
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Figure 3. (A) Global 30 m DEM vertical uncertainty measured as difference
between DEM elevation and rasterized dGPS measurement. (B) ASTER
DEM vertical uncertainties from the Pocitos Basin. Plots have been normalized
by mean offsets. Mean, SD, count, and percent reduction in outliers reported in
Table 2. Note the order of magnitude difference in scale, as (B) is centered only
on the Poitos Basin (~2,500 ki whereas (A) spans all dGPS measurements

(~55,000 kif) (Fig. 1A).

For the higher resolution DEMs (Fig. 4), we note the narrow uncertainty
distributions having no £30 m outliers, with the exception of a small number
(0.03% reductia) for the February 7, 2011 TSX/TDX DEM centered on the
Salar de Pocitos. The 5 m AW3D5 has the lowest uncertainty of any DEM
(Table 2), indicating its superiority, even in the steep terrain around the Nevado
Queva (Fig. 1B), for which a dGPS track exisibe wider, double peaked
uncertainty distributions for the November 6, 2012 and August 25, 2013
TSX/TDX DEMs are caused by their coverage over variable terrain east of the
Salar de Pocitos, where accurate DEM generation is complicated by radar
shadowing ad layover in steeper topography. Visual inspection of these two
DEMs containing the full Quebrada Honda catchment revealed hillslope
artifacts on both, however, the 2013 DEM had noticeablaircasdike
contours whereas the 2012 DEM had a smoother aggrea Therefore, thd0
m TSX/TDX DEM from November 6, 2012was selected for further
geomorphic comparison. A few minor artifacts on hillslopes in the Quebrada
Honda were edited by edge interpolation, vefty a distanceveighted value
was taken from the drders of a polygon manually generated around the artifact
and used to fill new values in the polygon area, resulting in smoother

representation of the landscape.
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Figure 4. (A) 5 m AW3D5 vertical uncertainty measured as difference between
DEM elevation and rasterized dGPS measurement. (B) 10 m TSX/TDX vertical
uncertainties. Plots have been normalized by mean offsets. Mean, SD, count,
and percent reduction in outliers reported in Table 2. AW3D5 clip covers the
Quebrada Honda and steep terrain on thevaNe Queva (Fig. 1B). The
TSX/TDX DEM from February 7, 2011 covers the flat Salar de Pocitos,
whereas the two DEMs from 2012 and 2013 cover more mountainous terrain
east of thesalar(with coverage over the Quebrada Honda), leading to greater
uncertainties in elevation measurements. The star (*) denotes the 2012
TSX/TDX DEM selected for geomorphometric analysis

In addition to vertical SD, we examined the distribution of vertical
uncertainty with respectto elevation, slope, and aspect of the topograpig for
30 mglobal DEMs. Results for the SRTFM, ASTER GDEM2, and AW3D30
are presenteds binned box plot® Figures 5-7. Uncertainties for each bin are
plotted without filtering £30 m outlierdVe note the narrow uncertainty range
for the SRTMC and AW3D30compared to the ASTER GDEMEurthermore,
the ASTER GDEM2 appears to have a slight aspect related bias with an
amplitude of only ~5 n{Fig. 6C) On each plot we note the dearth of dGPS
measurements on slopes above 30°, as the majority of measurementskevere

from low gradient roads and flat salars.
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Figure 5. SRTMC (A) elevation, (B) slope, and (C) aspect vertical uncertainty
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each bin on left axis. Number of measurements indicated (n) with measurements
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by mean offset. We note the dearth of slope measurements > 30° (B).
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Figure 6. ASTER GDEM2 elevation (A), slope (B), and aspect (C) vertical

uncertainty biasdNote the wide uncertainty range (bars and whiskers) extending
to the full axis scale.
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Figure 7. AW3D30 elevation (A), slope (B), and aspect (C) vertical uncertainty
bias. Note the narrower range of uncertainty (bars and whiskers) compared to
Figure 5 (SRTMC) and Figure §ASTER GDEM?2).
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