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Abstract 

Geomorphologists use digital elevation models (DEMs) to quantify topography 

ï often without rigorous accuracy assessments. In this study we compare the 

elevation accuracy and geomorphometric application of the current generation 

of global 30 m DEMs (SRTM C-band, ASTER GDEM2, and ALOS World 3D), 

a regional 30 m DEM generated from eight stacked ASTER L1A stereopairs, 

three regional 10 m DEMs generated from TerraSAR-X / TanDEM-X radar 

pairs, and a regional 5 m DEM (ALOS World 3D). Additional regional 5-12 m 

DEM generation from optical satellite data (SPOT6 scenes, RapidEye scenes, 

and ALOS PRISM tri-stereopair) were attempted but unused due to remaining 

noise in slope and curvature calculations. Our study focuses on the southern 

Central Andean Plateau, where diverse topography, lack of vegetation, and clear 

skies create ideal conditions for remote sensing. Further, tectonic activity in this 

region has generated relevant features for a tectonic geomorphology analysis. 

We assessed vertical accuracy by comparing standard deviations (SD) of the 

DEM elevation versus a control dataset of > 300,000 differential GPS (dGPS) 

measurements with < 0.5 m elevation accuracy across 4,000 m of elevation. The 

May 2016-released global ALOS World 3D has the highest accuracy of the 30 

m DEMs with SD = 2.81 m, outperforming the SRTM C-band at 3.33 m. The 

ALOS World 3D and SRTM-C display no apparent vertical biases related to 

elevation, slope, or aspect, but there are few measurements on slopes > 30º. The 

lower quality of the ASTER GDEM2 is apparent with a SD = 9.48 m and an 

aspect related bias with an amplitude of ~5 m repeating at ~65º, ~135º, ~195º, 

and ~325º. Through weighted stacking of eight manually generated 30 m 

ASTER L1A stereopair DEMs, we display an improvement in accuracy to SD 

= 6.93 m. The 10 m TerraSAR-X / TanDEM-X DEMs have SD = 2.02-3.83 m 

and the 5 m ALOS World 3D has SD = 1.64 m. In a second analysis step, we 

compare geomorphic metrics derived from a 30 m (SRTM-C), 10 m (TerraSAR-

X / TanDEM-X), and 5 m (ALOS World 3D) DEM focused on a 66 km2 

catchment with a clear river knickpoint. For trunk channel profiles analyzed 

with chi plots, consistent m/n values of 0.51-0.57 are found regardless of DEM 

resolution, SD, or chi plot method. Hillslopes are analyzed upstream and 

downstream of the knickpoint by calculating slope and curvature distributions 

and plotting slope, curvature, and drainage area. While relief and slope 

measurements vary little between datasets, accurate hillslope lengths require 

higher resolution 5 m data. Curvature variability is also only captured by the 5 

m data, however, attempts at analyzing sub-basin morphological variability 

with respect to the dynamic knickpoint feature are hampered by complex basin 

morphology and an inability to capture fine-scale ridge-crest curvature changes. 

The improvements in accurate high resolution satellite data for 

geomorphometric analysis are promising, but higher-resolution lidar data is still 

necessary for fine-scale analysis. 
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Zusammenfassung 

In dieser Studie vergleichen wir die Höhengenauigkeit und die 

geomorphologische Eignung der gängigen Generation von: 1) globalen 30 m 

DHM (SRTM C-band, ASTER GDEM2, und ALOS World 3D); 2) einem aus 

8-fach gestapelten ASTER L1A Stereopaar generiertem regionalen 30 m DHM; 

3) drei aus dem TerraSAR-X / TanDEM-X Radar Paar generiertem regionalen 

10 m DHM; und 4) einem regionalen 5 m DHM (ALOS World 3D). Die 

Generierung weiterer regionaler 5-12 m DHM aus optischen Satelliten Daten 

(SPOT6 Szene, RapidEye Szene und ALOS PRISM tri-stereopaar) ergab mit 

Rauschen versetzte Daten, welche bei der weiterer Prozessierung 

ausgeschlossen wurden. Der Fokus dieser Studie liegt auf der südlichen 

Hochebene der Zentral Anden, wo tektonische Aktivität zur kennzeichnender 

Geomorphologie führte, die es zu untersuchen gilt. Das Zusammenspiel von 

topographischer Diversität, spärlicher Vegetation, sowie überwiegend klaren 

Himmel bildet ein optimales Set für Fernerkundung. Die vertikale Genauigkeit 

wurde erreicht durch das Vergleichen der Standardabweichung (SD) der DHM-

Höhe mit einem Kontrolldatenset von > 300.000 differentiellen GPS (dGPS) 

Punktmessungen, aufgenommen über 4.000 Höhenmetern verteilt. Das im Mai 

2016 veröffentlichte globale ALOS World 3D hat die höchste Genauigkeit im 

30 m DHM Bereich mit einer SD = 2,81 m, was die 3,33 m des SRTM C-band 

unterbietet. Die ALOS World 3D und SRTM C-band weisen keine vertikalen 

Fehler auf, weder in Höhe, Steigung noch in Fallrichtung. Die untere 

Qualitätsgrenze der ASTER GDEM2 ist vergleichbar mit einer SD = 9,48 m 

und einem vom Einfallen beeinflussten Bias mit einer Amplitude von ~5 m. 

Durch gewichtete Stapelung von acht manuell generierten  30 m ASTER L1A 

Stereopaar DHM, konnte eine Erhöhung der Genauigkeit auf SD = 6,93 m 

erreicht werden. Die 10 m TerraSAR-X / TanDEM-X DHM haben eine SD im 

Bereich von 2,03-3,83 m und das 5 m ALOS World 3D eine SD = 1.64 m. In 

einem zweiten Analyseverfahren wurden geomorphologische Parameter aus 

dem 30 m (SRTM-C), 10 m (TerraSAR-X / TanDEM-X) und 5 m (ALOS World 

3D) DHM verglichen, aus einem 66 km2 großem Einzugsgebiet mit einem 

eindeutigen Gefällsbruch im Flussverlauf. Chi-Plot Analysen von Flussbett 

Profilen ergaben konstante m/n Werte im Bereich von 0.51-0.57, unabhängig 

von der DHM Auflösung, der SD, sowie der Chi-Plot Methode. Die 

Hangneigung wurde Flussabwärts und -aufwärts vom Gefällsbruch durch 

Bestimmung der Neigungs- und Krümmungsverteilung bestimmt, sowie durch 

das Plotten von Neigung, Krümmung und des Einzugsgebietes. Messungen von 

Relief und Neigung variieren innerhalb unterschiedlicher Datensätze. Für eine 

präzise Bestimmung der Hangneigungslänge wären höher aufgelöste 5 m Daten 

benötigt gewesen. Variationen in den Krümmungswerten konnten nur in 

Bereich der Daten aus dem 5 m Datenset beobachtet werden. Ansätze zur 

Analyse von morphologischen Varietäten im Sub-Becken Bereich in 

Abhängigkeit von dynamischen Gefällsbruch Eigenschaften sind aufgrund 

komplexer Beckenmorphologie und eingeschränkter Erfassung von 

Bergrückenkrümmungsunterschieden im Fine-Scale Bereich gescheitert. 

Obwohl eine Verbesserung der Genauigkeit von hochauflösenden Sateliten 

Daten für geomorphologische Analysen vielversprechend sind, kann eine Fine-

Scale-Anaylse nur mit Hilfe von hochauflösenden LIDAR Daten durchgeführt 

werden. 
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1. Introducti on 

The proliferation of digital elevation models (DEMs) for topographic 

analysis in the past twenty years has provided geomorphologists with powerful 

tools to explore the linkages between fundamental geomorphic processes and 

landforms and to test hypotheses of landscape evolution at local and regional 

scales using geomorphic metrics (e.g., Howard et al., 1994; Burbank et al., 

1996; Whipple and Tucker, 1999; Montgomery et al., 2001; Dietrich et al., 

2003; Roering et al., 2007). Modern geomorphologists use the quantitative sub-

discipline of geomorphometry (Pike et al., 2009) to explore how tectonic, 

climatic, and lithologic signals can be inferred from DEMs; particularly how a 

basinôs transient adjustment to changing climatic (e.g., increased precipitation) 

or tectonic (e.g., baselevel fall) boundary conditions are recorded in topography 

(e.g., Snyder et al., 2000; Wobus et al., 2006; DiBiase et al., 2010; Bookhagen 

and Strecker, 2012; Kirby and Whipple, 2012; Scherler et al., 2015; Clubb et 

al., 2016; Olen et al., 2016). Questions remain to what extent transient responses 

can be recorded in landscape morphology sampled from a DEM at the scale of 

catchments to mountain ranges (e.g., DiBiase et al., 2010; DiBiase et al., 2012; 

Olen et al., 2016), and how the morphology of channel networks and hillslopes 

can independently act as records of basin transience used to map erosion rates 

(e.g., Wobus et al., 2006; Ouimet et al., 2009; Kirby and Whipple, 2012; Hurst 

et al., 2012; Clubb et al., 2016; Forte et al., 2016; Olen et al., 2016). The discrete 

parameterization of the land surface using elevation and its derivatives (e.g., 

slope, curvature, aspect) calculated from DEMs is a necessary step for the 

extraction of geomorphic features. Therefore, hillslope and channel analysis 

requires accurate DEMs, as errors will propagate and grow in the first (slope) 

and second (curvature) derivatives of elevation, potentially obscuring 

geomorphic metrics (Reuter et al., 2009; Wilson, 2012).  

Remotely sensed DEMs ï we refer to all digital topography herein as DEMs, 

as opposed to the often used term digital terrain model (DTM) for bare-earth 

models with vegetation and structures removed ï are generated from data that 

are originally distorted through sensor, terrain, and atmospheric conditions 

leading to misrepresentations (error) in the final product (Smith and Sandwell, 

2003; Fisher and Tate, 2006; Nuth and Kääb, 2011). Because of this, height 
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error reporting using a control dataset is an important, and often neglected, step 

before application of DEMs to geomorphic studies (Fisher and Tate, 2006; 

Wechsler, 2007). Additionally, DEMs are typically received as gridded datasets 

with a defined measurement interval (resolution) that may oversimplify fine 

landscape variability, so consideration must also be taken of the geomorphic 

scales of interest (e.g., Hengl, 2006). For instance, while channel profiles over 

long reaches are readily analyzed on coarser 90 m resolution data, hillslopes 

with considerably smaller extents require higher 1-30 m resolution data capable 

of identifying individual hillslopes and ridge-crests. Furthermore, DEM biases 

specific to a given sensor should be considered prior to analysis, especially in 

steep topography (e.g., Nuth and Kääb, 2011). 

Since the release of the first global DEM by the United States Geological 

Survey (USGS) in 1996 (GTOPO30) at a resolution of 30 arc-seconds (~1 km), 

advances in remote sensing technology ï particularly satellite observation ï and 

processing capabilities have steadily improved the accuracy and reduced the 

resolution of DEMs. The 2003 release of the 90 m Shuttle Radar Topography 

Mission (SRTM) global DEM ushered in a new age of geomorphometry (Pike 

et al., 2009). With the 2009 release of the 30 m Advanced Spaceborne Thermal 

Emission and Reflection Radiometer Global DEM (ASTER GDEM; 

METI/NASA/USGS, 2009), and more recent releases of the improved ASTER 

GDEM version 2 (ASTER GDEM2; Tachikawa et al., 2011), SRTM C-band 30 

m (SRTM-C), and up-sampled Advanced Land Observing Satellite (ALOS) 

World 3D 30 m (AW3D30), geomorphologists now have open access to many 

large-scale DEMs. In addition to these public 30 m global datasets, higher 

resolution (1-10 m) regional DEMs from a variety of satellite sources are 

becoming increasingly available through commercial purchase as edited 

products (e.g., ALOS World 3D and TerraSAR-X / TanDEM-X WorldDEM), 

optical stereopairs for stereogrammetric processing (e.g., Pleiades-1A and 

ALOS PRISM), and radar scenes for interferometric processing (e.g., 

TerraSAR-X / TanDEM-X). 

The global SRTM-C and ASTER GDEM2 have reported vertical accuracies 

of ~5-20 m depending on terrain characteristics (e.g., Mukherjee et al., 2013; 

Rexer and Hirt, 2014), with some biases reported related to slope and aspect of 
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the terrain (e.g., Berthier et al., 2006; Nuth and Kääb et al., 2011; Shortridge 

and Messina, 2011). While these accuracies allow long-term (decadal) tracking 

of glacial elevation changes (e.g., Racoviteanu et al., 2007; Paul and Haeberli, 

2008), higher resolution regional DEMs from optical and radar sources have 

proven more accurate (< 5 m vertical error) than these global products for glacial 

studies in steep terrain, particularly on shorter time scales (e.g., Berthier et al., 

2007; Berthier and Toutin, 2008; Jaber et al., 2013; Neckel et al., 2013; Pandey 

and Venkataraman, 2013; Holzer et al., 2015; Rankl and Braun, 2016; 

Neelmeijer et al., in review). However, to date no studies have assessed the 

accuracy of the current generation of high-resolution, satellite-derived DEMs 

with regards to geomorphometry. These measurements, unlike glacial studies, 

rely on the derivatives of elevation (e.g., slope and curvature) and not the 

absolute height or height changes. Furthermore, glacial studies are typically 

conducted on lower slope terrain and compare area-wide measurements 

allowing the averaging out of some error. On the other hand, geomorphic studies 

examining channels and hillslopes in steeper terrain may be more impacted by 

remote-sensing errors and artifacts (e.g., from shadowing), and geomorphic 

parameters rely on the accuracy of a single pixel and its relation to the 

surrounding pixels. 

Recently, the application of light detection and ranging (lidar) by ground 

and aerial methods has been applied to generate meter to sub-meter scale 

elevation point clouds and gridded DEM datasets at smaller areal extents than 

satellite derived DEMs (Passalacqua et al., 2015). Lidar has revolutionized 

geomorphology with more accurate representations of the land surface and led 

to new insights and discoveries in the realm of mass and energy transport laws, 

channel initiation, surface flow routing, and landslide and fault scarp mapping 

(e.g., Dietrich et al., 2003; Roering et al., 2007; Roering et al., 2013; Shelef and 

Hilley, 2013; Tarolli, 2014). Furthermore, previous studies examining the effect 

of grid resolution on geomorphic metrics have primarily used resampled lidar 

data (e.g., Tarolli and Tarboton, 2006; Tarolli and Dalla Fontana, 2009; Grieve 

et al., 2016c).  

While coarser DEMs have proven useful in exploring mountain belt 

hypsometry and linkages between climate, erosion, and tectonics at basin or 
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regional scales (e.g., Montgomery et al., 2001; DiBiase et al., 2010; Bookhagen 

and Strecker, 2012), their utility in analyzing process-level geomorphology and 

assessing critical hillslope parameters is limited and lidar is often deemed 

necessary (Tarolli and Tarboton, 2006; Tarolli and Dalla Fontana, 2009; Tarolli, 

2014; Roering et al., 2007; Passalacqua et al., 2015). Despite this, the limited 

spatial extent (~1 km2) and high effort and cost of obtaining lidar are prohibitive 

factors to its application at basin or regional scales (10-1,000 km2). Advances 

in high-resolution (1-10 m) regional DEM availability and accuracy from a 

number of satellites have proven useful to studies of glacial and volcanic 

elevation change (e.g., Holzer et al. 2015; Bagnardi et al., 2016), however, 

investigation of their advantages over 30 m public DEMs in representing 

derivatives of elevation for channel and hillslope analysis in lieu of lidar is still 

necessary. 

This study shows a multi-DEM validation for the southern Central Andes in 

NW Argentina in an arid landscape with no vegetation cover, ideal for remote 

sensing. DEM validation is presented by: (i) reporting the vertical accuracy of 

a number of global and regional remotely sensed DEMs at resolutions of 5, 10, 

and 30 m from open access portals, commercial sources, and research 

agreements; and (ii) carrying out channel profile and hillslope geomorphometric 

analysis for a 66 km2 catchment with a clear knickpoint to assess the 

representation of elevation gradients and the quality of these DEMs for tectonic 

geomorphology. 
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2. Study Area 

The present study centers on the Puna de Atacama plateau in northwest 

Argentina (Fig. 1A). The Puna is the southern extension of the low relief, high 

elevation, internally drained Central Andean Plateau (also referred to as the 

Altiplano-Puna Plateau), extending for over 1,500 km and reaching widths of 

over 350 km in the Central Andes (Allmendinger et al., 1997). Due to the 

plateauôs hyper-arid climate caused by orographic blocking and regional 

atmospheric circulation patterns (Bookhagen and Strecker, 2008; Rohrmann et 

al., 2014), there is an absence of cloud and vegetation cover on the Puna, 

creating ideal conditions for remote sensing of the bare-earth surface. As the 

Puna is largely uninhabited and erosion rates are very low (e.g., Bookhagen and 

Strecker, 2012), the study site is a pristine environment experiencing little 

change from year-to-year, thus minimizing differences between DEMs 

collected years apart. Topographic expression is diverse on the plateau with flat 

salars having near-zero relief at 5-10 km scales surrounded by steep volcanoes 

and mountain ranges with > 2 km of relief at 2-5 km scales. This morphology 

is readily apparent around the Pocitos Basin, centered on the Salar de Pocitos 

(elevation ~3,600 m) and bordered by mountains such as the Nevado Queva 

reaching elevations of over 6,000 m (Fig. 1B). Within the Pocitos Basin, we 

focus geomorphometric analysis on the 66 km2 Quebrada Honda catchment, 

with 1.2 km of relief (Fig. 1C). The Quebrada Honda was chosen for 

geomorphic comparisons for its coverage across available DEMs, size, uniform 

Paleozoic metasedimentary lithology, and the presence of a knickpoint 7 km 

upstream of the outlet that divides the basin into transiently adjusting sections. 
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Figure 1. (A) Topographic overview of the South American study area. 307,509 

dGPS measurements displayed in pink. UNSA base station (white star) for 

dGPS kinematic correction located in Salta, Argentina. Inset shows South 

American continent with international borders and internally-drained Central 

Andean Plateau (Altiplano-Puna). Study focus is the Pocitos Basin (B), where 

elevation ranges from 3,600 m on the flat salar to 6,000 m on surrounding peaks. 

Geomorphometric analyses focus on the Quebrada Honda (C) catchment 

draining an area of 66 km2 from 5,000 m of elevation down to 3,800 m. A 

knickpoint 7 km upstream divides the basin into an upper and lower section with 

differing morphology (Fig. 2). The transition is observable along the trunk as 

normalized channel steepness (ksn) averaged along 300 m reaches on the SRTM-

C 30 m DEM increases to values > 500. The m/n reference value of 0.52 is 

calculated using chi plot analysis. Elevations in (A) and (B) are from the 90 m 

SRTMv4.1 DEM (Jarvis et al., 2008). 
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3. Data and Methods 

3.1. dGPS Data 

Vertical accuracy of optical and radar DEMs was assessed using a unique 

high-accuracy differential GPS (dGPS) dataset spanning 4,000 m of elevation 

centered on the Pocitos Basin (Fig. 1A). Of 333,555 total raw dGPS 

measurements collected during field campaigns from March 2014-2016, 

307,509 kinematically corrected points with vertical and horizontal accuracies 

< 0.5 m were selected for the final control on DEM vertical accuracy. Data were 

projected to the EGM96 vertical and WGS84 horizontal datums in the UTM 

coordinate system zone 19S. This point measurement dataset was rasterized to 

the resolution and extent of each DEM. Multiple measurements within a DEM 

pixel were averaged and pixels without measurements were set to no data. This 

led to a reduction in the number of individual measurements used to assess DEM 

vertical accuracy, but accounted for multiple measurements per pixel to provide 

a robust validation. Details of measurement collection and post-processed 

kinematic correction of the raw dGPS files using the UNSA permanent station 

in Salta (Fig. 1A) can be found in Appendix A. 

 

3.2. DEM Datasets 

DEMs collected from a number of public, commercial, and research 

agreement sources are listed in Table 1. All were referenced to the same datums 

(EGM96 / WGS84) and projected into UTM19S using bilinear interpolation. 

All DEMs were co-registered to a common control ï the SRTM-C, selected for 

its excellent geolocation accuracy (Rodriguez et al., 2006) ï using affine 

parameters by up- or down-sampling the SRTM-C to the resolution of the DEM 

of interest and iteratively shifting to reduce the root mean squared error (RMSE) 

of the elevation difference. This step insures all DEMs are aligned and allows 

direct comparisons of elevation between them (e.g., Nuth and Kääb, 2011). 

Additional information on each dataset listed in Table 1 are found in Appendix 

B, including datasets that were not included in the comparison due to lower 

DEM resolution or quality issues (SRTMv4.1 90 m, SRTM-X 30 m, RapidEye 
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12 m, SPOT6 5 m, ALOS PRISM tri-stereopair 10 m, TerraSAR-X pairs 10 m, 

and TerraSAR-X / TanDEM-X pairs processed to 5 m). 

 

Table 1. List of DEMs used for comparison and geomorphic analysis. 
Dataset 

(short name) 
Data Type 

Resolution 
(m) 

Source Notes 

SRTM C-band 
(SRTM-C) 

Radar / Edited 
global product 

30 

Public / 
https://lta.cr.us
gs.gov/SRTM1

Arc 

Released 2014, 
previously only US 
coverage 

ASTER 
GDEM 

Version 2 
(ASTER 
GDEM2) 

Optical / 
Edited global 

product 
30 

Public / 
https://asterwe
b.jpl.nasa.gov/
gdem.asp 

Released 2011, 
update of ASTER 
GDEM1 released 
2009 

ASTER L1A 
Stereopair 

Stack (ASTER 
Stack) 

Optical / Raw 
stereopairs 

30 

Public / 
http://reverb.ec
ho.nasa.gov/re
verb/ 

 

ASTER GDEM2 
was generated by 
automated 
processing and 
stacking of these 
original stereopairs 

ALOS World 
3D 30 m 

(AW3D30) 

Optical / 
Edited global 

product 
30 

Public / 
http://www.eor
c.jaxa.jp/ALO
S/en/aw3d30/ 

 

Released May 2016, 
down-sampled 
version of 
commercial DEM 
product 

ALOS World 
3D 5 m 

(AW3D5) 

Optical / 
Edited global 

product 
5 

Commercial / 

http://aw3d.jp/
en/ 

Released 2015 as 

highest resolution 
commercial global 
DEM 

TerraSAR-X / 
TanDEM-X 
(TSX/TDX) 

Radar / Raw 

interferograms 
10 

Research 
agreement / 
http://terrasar-

x.dlr.de/ 

TanDEM-X and 
TerraSAR-X mission 
were used to 

generate the 
commercial 12 m 
WorldDEM in 2015 

 

 

3.3. ASTER Stacking 

The ASTER radiometer has collected along-track stereopairs with nadir 

(Band 3N) and backward (Band 3B) looking near infrared cameras between 83º 

N and 83º S since 1999 (Tachikawa et al., 2011). Using these stereopairs, a 30 

m ASTER global DEM has been generated by automatic stereo-correlation, 

stacking, and averaging of over 1.2 million scenes. The 2011 release of the 

ASTER GDEM version 2 (ASTER GDEM2) used in the present study 

https://lta.cr.usgs.gov/SRTM1Arc
https://lta.cr.usgs.gov/SRTM1Arc
https://lta.cr.usgs.gov/SRTM1Arc
https://asterweb.jpl.nasa.gov/gdem.asp
https://asterweb.jpl.nasa.gov/gdem.asp
https://asterweb.jpl.nasa.gov/gdem.asp
http://reverb.echo.nasa.gov/reverb/
http://reverb.echo.nasa.gov/reverb/
http://reverb.echo.nasa.gov/reverb/
http://www.eorc.jaxa.jp/ALOS/en/aw3d30/
http://www.eorc.jaxa.jp/ALOS/en/aw3d30/
http://www.eorc.jaxa.jp/ALOS/en/aw3d30/
http://aw3d.jp/en/
http://aw3d.jp/en/
http://terrasar-x.dlr.de/
http://terrasar-x.dlr.de/
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represented a vast improvement in quality (Tachikawa et al., 2011), however 

remaining noise is caused by issues with cloud cover, water masking, the 

smaller stereo correlation kernel, and mis-registration of scenes prior to stacking 

(Nuth and Kääb, 2011). We seek to improve on the ASTER GDEM2 using eight 

raw ASTER L1A 3N/B stereopairs downloaded with variable overlap from the 

Pocitos Basin. Using stereogrammetric processing methods we generated eight 

30 m DEMs from these stereopairs. Details of DEM generation along with 

RMSE of ground control and tie points are presented in Appendix B (Table B1). 

Each L1A DEM was co-registered to the SRTM-C, manually masked for 

outliers showing abrupt hundreds to thousands of meters steps in elevation 

(caused by clouds or haze in the imagery or software processing errors), and 

differenced with the SRTM-C. Pixels were weighted with a bi-square scheme 

based on their correlation with the SRTM-C, and a weighted average of the 

overlapping DEMs was used to generate a higher quality 30 m ASTER Stack. 

 

3.4. Elevation Accuracy Assessment 

To assess DEM vertical accuracy, we first performed a pixel-by-pixel 

comparison of rasterized dGPS and DEM elevation values after co-registration 

to the SRTM-C. As our dGPS data have vertical uncertainties (< 0.5 m) below 

the elevation intervals of all available DEMs, they are taken as an absolute 

control. Our preferred metric for DEM vertical accuracy is the mean ± 1-sigma 

(ů) standard deviation (SD) (Li, 1988; Fisher and Tate, 2006). Specifically, we 

are interested in the SD of DEM elevation versus dGPS height as our quality 

metric. Plotted histograms of uncertainty distribution were normalized by their 

respective mean offsets so the SD could be visually compared. Differences of 

±30 m were filtered out as outliers caused by bad data and processing errors, 

and the percentage reduction in number of measurements from this filtering is 

reported as an additional quality check. In a second step, we examined error 

distributions with respect to terrain slope, aspect, and elevation for the wide-

coverage 30 m global DEMs (SRTM-C, ASTER GDEM2, and AW3D30), in 

which case we also normalize by mean offset, but did not exclude ±30 m 

outliers. Measurements are separated into 100 m elevation bins ranging from 
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1,100 m in the foreland to 5,000 m on the peaks surrounding the Pocitos Basin 

(Fig. 1A). Slopes are binned by 1°, up to a maximum of 45° for the ASTER 

GDEM2 and SRTM-C and 42° for the AW3D30. Aspect is binned by 10° with 

north at 0° and east at 90º. Vertical uncertainty is plotted in each bin as a box 

plot showing the median, 25-75th percentile range, and 1st and 99th percentile 

outlier cutoffs.  

 

3.5. Geomorphometric Analysis 

We go beyond pixel-by-pixel vertical accuracy comparisons by examining 

channel and hillslope parameters extracted from these DEMs in order to assess 

their representation of derivatives of elevation and as well as the improvements 

from 30 m (SRTM-C) to 10 m (TSX/TDX) to 5 m (AW3D5) spatial resolutions. 

The derivation of geomorphic metrics relies on accurate landscape 

representation by the DEMs, thus providing a relative assessment of their 

quality in complement to the elevation validation by dGPS. We focus on the 66 

km2 Quebrada Honda (Fig. 2), and exploit the transient setting resulting from 

the knickpoint by separating analyses between downstream steep and upstream 

gentle-sloped terrain. This allows us to test hypotheses of hillslope morphology 

adjustment to different river gradients in a large catchment with the same 

climatic and lithologic conditions. The size of the catchment necessitates large-

coverage, remotely sensed DEMs, whereas lidar data would be difficult to attain 

and expensive for a catchment of this size. 
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Figure 2. Topographic overview of Quebrada Honda (cf. Figure 1) from 
commercial AW3D5 5 m DEM. Coordinates in UTM zone 19S. (A) Normalized 

channel steepness (ksn) averaged over 300 m reaches using m/n = 0.52 with 

upstream and downstream drainage areas indicated by black outlines. All 

tributaries with drainage area > 1 km2 are plotted. (B) Longitudinal profile of 

trunk channel and tributaries with approximate lip of knickpoint indicated. Note 

the steeper tributaries downstream of the knickpoint. (C) DÐ slope map 

(Tarboton, 2005) displaying steeper topography downstream of knickpoint, 

indicated by warmer colors and greater average slope (Save = mean ± SD), with 

area in (D) outlined in red. (D) Curvature colored by ±2-ů range with positive 

values concave (channels and valleys) and negative values convex (ridge-crests 

and hillslopes). Note the positive increase in concave curvature values at 

channel heads. The variability in convexity and concavity of hillslopes captured 

in the 5 m DEM is likely related to small scale hillslope processes (e.g., slumps). 

See Appendix D (Fig. D1) for curvature comparison between DEMs. 

 

3.5.1. Channel Profile Analysis 

Advances in longitudinal channel profile analysis driven by accurate DEMs 

have elucidated changes in boundary conditions recorded in channel slope and 

upstream propagating knickpoints (e.g., Wobus et al., 2006; Kirby and Whipple, 

2012). The stream power incision model (SPIM) of landscape evolution 

provides the theoretical basis for relating channel slope and drainage area [see 

Kirby and Whipple (2012) or Lague (2014) for background and limitations of 
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SPIM]. Applied to a channel profile in steady state (dz/dt = 0) we find the 

relationship: 

Ὓ ὃ   (1) 

where U is uplift, K is erodibility, A is local drainage area, SC is local channel 

slope, and m and n are site-specific constants. 

Through an empirical power-law relationship for steady state streams, local 

channel slope and contributing upstream drainage area are related by (Hack, 

1957; Flint, 1974): 

Ὓ Ὧὃ    (2) 

where the power-law coefficient is channel steepness (ks) and the power-law 

exponent is the concavity index (ɗ). Through equations (1) and (2) we observe 

that ks = (U/K)1/n and ɗ = m/n. Linear regression on plots of log-binned area 

versus average slope can be used to estimate these constants, and deviations 

from this logarithmically linear relationship can indicate knickpoints (Kirby and 

Whipple, 2012). ɗ, or m/n, values fall in a restricted range (approximately 0.35-

0.65), so a reference concavity is often selected to calculate the normalized 

channel steepness index (ksn) that can be compared across different-sized 

drainage areas (Wobus et al., 2006). As slope-area regression requires 

calculation of slope from noisy DEMs, Perron and Royden (2013) recently 

developed the method of chi plot river profile analysis, which forgoes the need 

to calculate slope through integration of equation (1) and the introduction of a 

reference drainage area (A0) to arrive at: 

  ᾀὼ ᾀὼ … (3a) 

where 

  … ᷿  (3b) 

In this equation z (elevation) is the dependent variable and ɢ (integral of 

drainage area along profile distance) is the independent variable, where xb is the 

downstream baselevel start of integration. Channel profiles can be plotted 
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linearly in chi space by estimating m/n using least-squares fitting and selection 

of the value with the highest R2 correlation coefficient (Perron and Royden, 

2013). This empirical value for m/n (ɗref) can then be used to calculate steepness 

indices (ksn) from equation (2) for mapping patterns of deformation, climatic 

influence, and/or lithologic boundary conditions (e.g., Forte et al., 2016). 

Here, we applied the least-squares R2 maximization of Perron and Royden 

(2013) to the 30, 10, and 5 m DEMs for the Quebrada Honda trunk stream 

(Schwanghart and Scherler, 2014). This method attempts to linearize the entire 

channel to one best-fit line in chi space and does not provide robust uncertainty 

estimates for m/n, as linear regression is performed through serially correlated 

values of chi distance and elevation (Perron and Royden, 2013). Because of this, 

we also employed the piece-wise fitting m/n selection algorithm developed by 

Mudd et al. (2014). This method balances goodness-of-fit for the piece-wise fit 

profile with model complexity (number of parameters and segments) to provide 

an m/n at the minimum corrected Akaike information criterion (AICc) (Akaike, 

1974; Hurvich and Tsai, 1989). A SD (uncertainty) of this minimum AICc is 

also provided, over which AICc values falling within the SD range indicate other 

plausible m/n values (Mudd et al., 2014). Sensitivity tests were performed by 

varying fitting parameters with final parameters (and example plots for both 

methods) reported in Appendix C.  

 

3.5.2. Hillslope Geomorphic Metrics 

Besides channel profile analysis, signals of denudation and uplift may also 

be inferred from hillslope morphology as determined by geomorphic metrics 

including hillslope length, relief, slope angles, and curvature. These parameters 

calculated from DEMs also allow the exploration of empirical geomorphic 

transport laws (cf. Dietrich et al., 2003). Further, the accurate sampling of local 

relief (R), slope angles (S), and curvatures (C) allows patterns of erosion to be 

mapped from topography alone (e.g., DiBiase et al., 2010; Hurst et al., 2012). 

Characteristic hillslope length (LH) is a horizontal measure of the hillslope-

to-valley transition, demarcated by the first inflection in slope-area plots at a 

critical drainage area where channel heads are able to initiate (e.g., Tarolli and 
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Dalla Fontana, 2009). Early studies making use of contour map derived DEMs 

displayed their utility in exploring the hillslope-to-valley transition via 

contributing area-slope relationships, but only given a fine enough resolution (Ò 

30 m) to observe the slope-area inflection (Montgomery and Foufoula-

Georgiou, 1993; Zhang and Montgomery, 1994; Ijjasz-Vasquez and Bras, 

1995). Dividing the critical drainage area by the unit contour width (in a wider 

sense DEM resolution) then provides an approximation of LH (e.g., Roering et 

al., 2007). Slope-area plots provide a measure of LH in the horizontal sense, 

measured from ridge-crest to channel margin, which can be used to compare 

different landscape settings (e.g., Henkle et al., 2011; Grieve et al., 2016a). 

The distributions of slope and curvature measured on a DEM have been 

demonstrated to increase with increasing resolution, leading to differences in 

geomorphometric analyses (e.g., Vaze et al., 2010; Grieve et al., 2016c). 

Generally, higher resolution DEMs are necessary to explore process level 

geomorphology reliant on local slope and curvature measurements (e.g., Tarolli, 

2014), whereas basin averaged slopes measured on 10 m resolution DEMs have 

been shown to follow patterns of erosion up to a limiting value (DiBiase et al., 

2010). On the other hand, hilltop curvature (CHT) mapped from high resolution 

lidar DEMs has been demonstrated to follow patterns of erosion well beyond 

the hillslope and channel limits (Hurst et al., 2012). Despite this, it has been 

suggested that at resolutions Ó 5 m, DEMs are unable to capture the fine 

variability of these curvature measurements (e.g., Clubb et al., 2016).  

Here we test the newest generation of high-resolution satellite DEMs (5 m 

AW3D5 and 10 m TSX/TDX) for assessing the hillslope-to-valley transition 

measured by LH as well as differences in relief, slope angles, and curvature 

upstream and downstream of the knickpoint in the 66 km2 Quebrada Honda 

catchment (Fig. 2). We compared results from this analysis with the 30 m 

SRTM-C for its high quality and widespread use. In addition, we analyzed the 

AW3D5 bilinearly resampled to 10 and 30 m to examine differences in 

resolution independent from sensor biases (Grieve et al., 2016c). We did not 

include the ASTER DEMs in hillslope analyses because of elevation noise 

prevalent in these 30 m DEMs. We also excluded the 30 m AW3D30 as linear 

step-like artifacts on hillslopes, likely caused by the resampling technique of the 
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Japanese Aerospace Exploration Agency (JAXA), obfuscates slope and 

curvature calculations. We combined measures of curvature and slope 

distributions with slope-area, slope-curvature, and curvature-area plots to 

demonstrate differences in morphology in the upstream and downstream 

catchments. In a second step, we explored sub-basin convex curvature (from the 

5 m DEM) and slope (from the 5-30 m DEMs) in relation to knickpoint location 

in search of transient hillslope morphology signals.  

For each DEM, we calculated mean and SD of relief upstream and 

downstream of the knickpoint in a 1 km moving window. Since hillslopes 

represent a diffusive environment where flow is multi-directional, we calculated 

drainage area and slope using the DÐ algorithm (Tarboton, 2005). Curvature 

was calculated using the Laplacian of elevation (e.g., Tarolli and Dalla Fontana, 

2009): 

ὅ  ɳ ᾀ   (4) 

where concavity (valleys and channels) is denoted by C > 0, convexity 

(hillslopes and ridges) is denoted by C < 0, and planar slopes are denoted by C 

= 0 (Fig. 2D). Wiener filtering (Wiener, 1949) in a nine-pixel window was 

carried out prior to curvature calculations during initial tests. Although this 

smoothing technique emphasized sharp ridges and narrow valleys for some 

DEMs, it was found to reduce the curvature variability captured in the 5 m data 

(cf. Appendix D, Figure D1). Thus, for further calculations, raw curvature from 

the unfiltered DEM was preferred. Distributions of slope and curvature (all 

curvature and convex curvature alone) were visualized as box plots displaying 

medians, 25-75th percentile ranges, 1st and 99th percentile cutoffs, and all outlier 

measurements. 

We generated plots of mean slope and mean curvature ± 1-ů versus 

logarithmically binned contributing area and plots of mean slope ± 1-ů versus 

linearly binned curvature (all separated upstream and downstream of the 

knickpoint). For slope-area plots, the gradient at the graphical rollover in binned 

area is recorded along with this area bin. By dividing this area bin by the DEM 

resolution, we acquire a measurement for horizontal LH (e.g., Roering et al., 

2007; Grieve et al., 2016a). We also used 2-D kernel density estimates (Botev 
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et al., 2010) to identify the densest concentrations of slope and area values, but 

found similar results to the graphical approach. As an additional comparison, 

we used the curvature-area and slope-curvature plots to visualize the slope and 

area trends related to curvature, particularly around the zero curvature planar 

inflection point in the landscape (Roering et al., 1999). 

Following assessment of upstream and downstream (and inter-DEM) 

differences in slope, curvature, hillslope length, and relief, we focused on sub-

basin variability related to the knickpoint in the Quebrada Honda. Here, we 

manually selected basin pour points to insure sampling of large enough basins 

with internal hilltops and valleys for averaging hillslope signals. A total of 27 

basins were selected for this analysis with seven fully downstream of the 

knickpoint, two near the knickpoint lip, and the remaining basins upstream of 

the over-steepened channel reach. Minimum sub-basin area was 0.25 km2, 

maximum area was 6.9 km2, and the mean area was 1.8 km2. In an attempt to 

isolate hilltop pixels from the 5 m AW3D5 DEM to assess patterns of erosion 

related to the knickpoint (Hurst et al., 2012), convex curvature was extracted 

from each sub-basin and filtered to remove any pixels with drainage areas of > 

100 m2, slopes > 0.8 m/m, and finally any isolated patches of < 20 pixels. Slopes 

and filtered convex curvatures for each sub-basin were plotted as mean ± 1-ů 

and box plots showing the full distribution around the median. Mean- and 

median-centered results were plotted as the sub-basinôs relative distance 

upstream of the Quebrada Honda outlet, alongside a map view of sub-basin 

location and channel steepness (ksn) for all channels with > 0.1 km2 drainage 

area.  
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4. Results 

4.1. Elevation Accuracy 

Vertical uncertainties, measured as the mean ± SD of differences between 

DEM elevation and rasterized dGPS height, for all DEMs are summarized in 

Table 2. 

  

Table 2. Results of pixel-by-pixel DEM vertical accuracy (DEM minus dGPS). 

Dataset 

Mean of 
dGPS 

uncertainty 

(m) 

SD of dGPS 
uncertainty 

(m) 

Number of 
rasterized 

measurementsa 

Reduction by 
±30 m outlier 
filtering (%) 

30 m SRTM-C 2.81 3.33 64,782 0.02 

30 m AW3D30 1.59 2.81 63,413 0.03 

30 m ASTER 
GDEM2 

-0.86 9.48 63,308 2.30 

30 m ASTER Stackb 4.56 6.93c 15,506 0.12 

10 m TSX/TDX 

(February 7, 2011) 
1.99 2.02 28,982 0.03 

10 m TSX/TDX 
(November 6, 2012) d 

1.32 3.83 22,182 0.00 

10 m TSX/TDX 
(August 25, 2013) 

2.94 3.22 22,175 0.00 

5 m AW3D5 2.40 1.64 14,306 0.00 

a, After ±30 m outlier filtering 

b, Generated for Pocitos Basin by weighted stacking of eight manually generated ASTER L1A DEMs 

c, Compare with 11.42 m and 10.06 m SD for single L1A DEM and ASTER GDEM2, respectively 
d, DEM selected for geomorphometric analysis 

 

For visual comparison, the vertical uncertainty distributions are plotted for 

the 30 m (Fig. 3) and higher resolution (Fig. 4) DEMs. Despite its low SD, visual 

inspection of step-like artifacts on some hillslopes, likely caused by resampling 

at JAXA, revealed the inadequacy of the AW3D30 for assessing geomorphic 

metrics. The low SD and smooth appearance of the SRTM-C led to our selection 

of this 30 m DEM for further analysis. The improvement in quality through 

weighted stacking of ASTER L1A stereopair DEMs is apparent in the reduction 

of the SD from 11.42 m for a single L1A DEM to 6.93 m for the Stack, although 

all ASTER DEMs extend well beyond the ±30 m outlier cutoff (Figure 3B). 
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Figure 3. (A) Global 30 m DEM vertical uncertainty measured as difference 
between DEM elevation and rasterized dGPS measurement. (B) ASTER 30 m 

DEM vertical uncertainties from the Pocitos Basin. Plots have been normalized 

by mean offsets. Mean, SD, count, and percent reduction in outliers reported in 

Table 2. Note the order of magnitude difference in scale, as (B) is centered only 

on the Pocitos Basin (~2,500 km2), whereas (A) spans all dGPS measurements 

(~55,000 km2) (Fig. 1A). 

 

For the higher resolution DEMs (Fig. 4), we note the narrow uncertainty 

distributions having no ±30 m outliers, with the exception of a small number 

(0.03 % reduction) for the February 7, 2011 TSX/TDX DEM centered on the 

Salar de Pocitos. The 5 m AW3D5 has the lowest uncertainty of any DEM 

(Table 2), indicating its superiority, even in the steep terrain around the Nevado 

Queva (Fig. 1B), for which a dGPS track exists. The wider, double peaked 

uncertainty distributions for the November 6, 2012 and August 25, 2013 

TSX/TDX DEMs are caused by their coverage over variable terrain east of the 

Salar de Pocitos, where accurate DEM generation is complicated by radar 

shadowing and layover in steeper topography. Visual inspection of these two 

DEMs containing the full Quebrada Honda catchment revealed hillslope 

artifacts on both, however, the 2013 DEM had noticeable staircase-like 

contours, whereas the 2012 DEM had a smoother appearance. Therefore, the 10 

m TSX/TDX DEM from November 6, 2012 was selected for further 

geomorphic comparison. A few minor artifacts on hillslopes in the Quebrada 

Honda were edited by edge interpolation, whereby a distance-weighted value 

was taken from the borders of a polygon manually generated around the artifact 

and used to fill new values in the polygon area, resulting in smoother 

representation of the landscape. 
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Figure 4. (A) 5 m AW3D5 vertical uncertainty measured as difference between 

DEM elevation and rasterized dGPS measurement. (B) 10 m TSX/TDX vertical 

uncertainties. Plots have been normalized by mean offsets. Mean, SD, count, 

and percent reduction in outliers reported in Table 2. AW3D5 clip covers the 

Quebrada Honda and steep terrain on the Nevado Queva (Fig. 1B). The 

TSX/TDX DEM from February 7, 2011 covers the flat Salar de Pocitos, 

whereas the two DEMs from 2012 and 2013 cover more mountainous terrain 

east of the salar (with coverage over the Quebrada Honda), leading to greater 

uncertainties in elevation measurements. The star (*) denotes the 2012 

TSX/TDX DEM selected for geomorphometric analysis 

 

In addition to vertical SD, we examined the distribution of vertical 

uncertainty with respect to elevation, slope, and aspect of the topography for the 

30 m global DEMs. Results for the SRTM-C, ASTER GDEM2, and AW3D30 

are presented as binned box plots in Figures 5-7. Uncertainties for each bin are 

plotted without filtering ±30 m outliers. We note the narrow uncertainty range 

for the SRTM-C and AW3D30 compared to the ASTER GDEM2. Furthermore, 

the ASTER GDEM2 appears to have a slight aspect related bias with an 

amplitude of only ~5 m (Fig. 6C). On each plot we note the dearth of dGPS 

measurements on slopes above 30°, as the majority of measurements were taken 

from low gradient roads and flat salars. 
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Figure 5. SRTM-C (A) elevation, (B) slope, and (C) aspect vertical uncertainty 
bias. Median elevation difference (black unfilled circles) with 25-75th percentile 

range (boxes) and 1st and 99th percentile outlier cutoff (whiskers) plotted for 

each bin on left axis. Number of measurements indicated (n) with measurements 

per bin plotted as colored circles on right axis. For aspect (C), only 

measurements on slopes > 10° are used. Elevation differences are normalized 

by mean offset. We note the dearth of slope measurements > 30° (B). 
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Figure 6. ASTER GDEM2 elevation (A), slope (B), and aspect (C) vertical 

uncertainty bias. Note the wide uncertainty range (bars and whiskers) extending 

to the full axis scale. 
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Figure 7. AW3D30 elevation (A), slope (B), and aspect (C) vertical uncertainty 

bias. Note the narrower range of uncertainty (bars and whiskers) compared to 

Figure 5 (SRTM-C) and Figure 6 (ASTER GDEM2). 

 

 

 

 

 

 

 

 

 

 


