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ABSTRACT

This study analyzes the discharge variability of small to medium drainage basins (10-10* km?) in the
southern Central Andes of NW Argentina. The Hilbert-Huang Transform (HHT) was applied to evaluate
non-stationary oscillatory modes of variability and trends, based on four time series of monthly-
normalized discharge anomaly between 1940 and 2015. Statistically significant trends reveal increasing
discharge during the past decades and document an intensification of the hydrological cycle during this
period. An Ensemble Empirical Mode Decomposition (EEMD) analysis revealed that discharge variability
in this region can be best described by five quasi-periodic statistically significant oscillatory modes, with
mean periods varying from 1 to ~20 y. Moreover, we show that discharge variability is most likely linked
to the phases of the Pacific Decadal Oscillation (PDO) at multi-decadal timescales (~20y) and, to a lesser
degree, to the Tropical South Atlantic SST anomaly (TSA) variability at shorter timescales (~2-5y).
Previous studies highlighted a rapid increase in discharge in the southern Central Andes during the
1970s, inferred to have been associated with the global 1976-77 climate shift. Our results suggest that
the rapid discharge increase in the NW Argentine Andes coincides with the periodic enhancement of dis-
charge, which is mainly linked to a negative to positive transition of the PDO phase and TSA variability
associated with a long-term increasing trend. We therefore suggest that variations in discharge in this
region are largely driven by both natural variability and the effects of global climate change. We further-
more posit that the links between atmospheric and hydrologic processes result from a combination of
forcings that operate on different spatiotemporal scales.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Miller et al., 1994). Coupled with this rapid change was a trend
reversal in river discharge, with increasing (decreasing) values

A recent study of river-discharge variability in the southern
Central Andes of NW Argentina between 1940 and 1999 revealed
a rapid change towards increasing discharge amounts that
occurred between 1971 and 1977 (Castino et al., 2016), involving
an up to 40% increase in annual mean discharge. This result is com-
parable to other investigations that showed a rapid increase in
mean river discharge for large South American rivers (i.e., Amazon,
Negro, Orinoco, La Plata, Parand, Paraguay) during the 1970s
(Garcia and Mechoso, 2005; Garcia and Vargas, 1998; Genta
et al., 1998; Labat et al.,, 2004; Marengo, 2004; Pasquini and
Depetris, 2010; Robertson and Mechoso, 1998).

The observed step change in river discharge was linked to the
1976-77 global climate shift that has been strongly impacting
South American climate (e.g., Carvalho et al, 2011; Graham,
1994; Jacques-Coper and Garreaud, 2015; Kayano et al., 2009;
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across (after) the change point, documenting the pronounced tem-
poral variability of run-off in this region.

Although few previous studies addressed the possible causes of
spatiotemporal rainfall and river-discharge variability in South
America, the physical processes that drive changes in the hydro-
logic system have remained unclear (e.g., Antico and Krohling,
2011; Antico and Torres, 2015; Garcia and Mechoso, 2005;
Marengo, 2004; Robertson and Mechoso, 1998).

The drivers for hydro-meteorological change in high-mountain
catchments are complex, resulting in a pronounced non-
stationary and non-linear character of the related hydrological pro-
cesses (e.g., Compagnucci et al., 2000; Khaliq et al., 2006; Nourani
et al., 2009). Most hydrologic studies in the Andean realm suggest
that the El Nifio Southern Oscillation (ENSO) exerts a first-order
control on river discharge in major tropical and extra-tropical
South American river basins. Alternatively, there are also investiga-
tions that document links between river discharge and the Pacific
Decadal Oscillation (PDO) (Ferrero et al., 2015; Marengo, 2004)
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and/or the activity of the South Atlantic Convergence Zone (SACZ).
It is important to note that most of these studies have particularly
analyzed discharge variability for large catchments, such as the
Amazon or La Plata river basins, which contain extensive flood-
plains, resulting in lag times that dampen the signals of discharge
trends (Dunne and Mertes, 2007; Melack et al., 2009).

In light of these complex issues, we followed a three-tiered
approach in our investigation: First, we identified magnitude and
frequency of oscillatory modes at different timescales (1-20 y) that
may explain river-discharge variability; second, we documented
long-term discharge trends (>50y); and third, we analyzed dis-
charge linkages with large-scale modes of climate variability that
affected climate in the southern Central Andes between 1940 and
2015. We used an innovative analysis combining the Ensemble
Empirical Mode Decomposition (EEMD) (Huang et al., 1998;
Huang and Wu, 2009) and the Time-Dependent Intrinsic Correla-
tion (TDIC) (Chen et al., 2010). These methods are adaptive and
are based on intrinsic information derived from the data; this
approach is particularly appropriate for analyzing non-stationary
geophysical time series that result from non-linear natural pro-
cesses, providing not only the statistically significant intrinsic
oscillatory modes that constitute the original time series, but also
a statistically significant trend (Wu et al., 2007).

We relied on four time series of daily normalized discharge
anomaly from 1940 to 2015 that were obtained from small to med-
ium drainage basins (10>-10% km?) in the Eastern Cordillera of the
Andes of NW Argentina between 21° and 26° S (Fig. 1). In contrast
to the tropical and Patagonian Andes, there are virtually no glaciated
peaksin this region (Lliboutry, 1998), resulting in a negligible contri-
bution to streamflow from snow- and ice-melt compared to rainfall.
Importantly, discharge from these catchment sizes is particularly
sensitive to climate variability, because floodplain or groundwater
reservoirs either do not exist or are very small compared to the more
extensive drainage basins of the Amazon and La Plata rivers. In addi-
tion, we considered the monthly time series of four regional and glo-
bal climate indices in the context of climate variability of the Pacific
and Atlantic oceans. With the results of the EEMD analysis we sub-
sequently identified the statistically significant intrinsic mode func-
tions (IMFs) for discharge and climate indices. Also, for each pair of
statistically significant IMFs of discharge and climate index the TDIC
was estimated. Finally, the results of the TDIC analysis were used to
decipher possible linkages between river-discharge variations in the
southern Central Andes and large-scale climate modes of variability
associated with the climate indices.

2. Geographic and climatic setting

With a length of approximately 7000 km, the meridionally ori-
ented Andean orogen achieves elevations between 5 and 7 km asl
and forms a hemispheric-scale orographic barrier for atmospheric
circulation systems (Garreaud, 2009) (Fig. 1). Our study area com-
prises the low-elevation foreland, the steep eastern flank, and the
eastern area of the high-elevation plateau region of the southern
Central Andes between 21° and 26° S (Fig. 2). The foreland in the
east is at about 0.5 km asl, whereas the high-elevation areas in
the west reach peaks that are in excess of 6 km elevation. The
western boundary of the study area encompasses the drainage
divide of the internally drained Central Andean Plateau, the second
largest plateau on Earth, with a mean elevation of about 4 km asl
and low topographic relief. In contrast, the area between the fore-
land and the plateau constitutes a high-relief region of intermon-
tane sub-Andean basins and ranges (Eastern Cordillera, Sierras
Pampeanas and Santa Barbara ranges) with steep topographic gra-
dients that are parallel to the border of the Andean Plateau.

The precipitation pattern in the southern Central Andes is
controlled by the interaction between topography and

hemisphere-scale atmospheric circulation patterns, resulting in a
pronounced E-W climate gradient across the orogen (Bookhagen
and Strecker, 2008; Campetella and Vera, 2002; Gandu and
Geisler, 1991; Garreaud et al.,, 2010). Moisture transport along
and into the southern Central Andes primarily occurs in the wet
season during the austral summer and is an integral part of the
South American Monsoon System (SAMS) (Marengo et al., 2012;
Silva and Carvalho, 2007; Vera et al., 2006; Zhou and Lau, 1998).
The onset of the SAMS is between September and October and typ-
ically lasts until the end of the austral summer/fall in March, gen-
erating the conditions for an efficient precipitation and erosional
regime in the high Andes (Bookhagen and Strecker, 2012, 2008;
Silva and Carvalho, 2007). Major features controlling moisture
advection towards the subtropical regions of South America are
the South American Low-Level Jet (SALLJ) and the South Atlantic
Convergence Zone (SACZ) (Boers et al., 2015; Gandu and Silva
Dias, 1998; Marengo et al., 2012), whose strength strongly affects
the spatiotemporal variability of precipitation (Fig. 1b). In addition,
on interannual timescales, the precipitation in the NW Argentine
Andes may be modulated by the interplay between different atmo-
spheric features, such as the Bolivian High (i.e., an upper-level
(~200 hPa) anticyclone developing during austral summer over
the Bolivian Altiplano), the Chaco Low and the North-Western
Argentinian Low (low-level thermal depressions localized over
these regions) (Boers et al., 2014; Carvalho et al., 2004; Gandu
and Silva Dias, 1998; Salio et al., 2002; Schwerdtfeger, 1976;
Seluchi and Saulo, 2003; Vuille and Keimig, 2004).

On average, about 80% of the annual precipitation on the east-
ern flanks of the NW Argentine Andes falls between November
and February (Bianchi and Yafiez, 1992; Garreaud et al., 2003,
2010; Halloy, 1982; Rohmeder, 1943). The rainfall gradient is mim-
icked by the distribution, type and density of vegetation cover
(Jeffery et al., 2014). Consequently, subtropical forest vegetation
along a narrow strip on the eastern flanks of the orogen is substi-
tuted by a sparse cover of xerophytes in the semi-arid to arid inter-
montane valleys farther west (Ruthsatz, 1977). In contrast, the
western flanks of the orogen, the Andean Plateau, and the inter-
montane valleys in the lee of the outermost eastern ranges are
semi-arid to hyper-arid (Bookhagen and Strecker, 2008; Garreaud
et al., 2003).

The pronounced precipitation seasonality is reflected by the
river-discharge annual cycle of the intermontane catchments,
exhibiting homogeneous unimodal hydrographs with peak-
discharge values between February and March (Castino et al.,
2016; Pasquini and Depetris, 2007). A major river catchment orig-
inating in the study area is the Rio Bermejo (123 x 103 km? catch-
ment size, 1060 km length), a tributary of the Rio Parand, which is
located in the second largest river basin in South America after the
Amazon (Pasquini and Depetris, 2007).

In our study we will focus on the upper Rio Bermejo (50 x 103
km? catchment size), which constitutes small to medium-size
catchments (102-10% km?) located in the region encompassing
the intermontane valleys (Fig. 2). These catchments, whose head-
waters are at elevations above 4 km asl, are characterized by steep
river gradients and variable climatic conditions that range from
predominantly humid to semi-arid (Table 1). Along the course of
these rivers, large amounts of sediments eroded from the hillslopes
are transported, but often transiently stored in the intermontane
valleys, before they are remobilized and further transported
toward the foreland (COBINABE, 2010; Marcato et al., 2009). Dur-
ing the last decade, enhanced erosion from the orogen interior
and transient sediment accumulation in the intermontane basins
of NW Argentina have caused large flooding events, creating major
problems to agriculturally-used lowlands and basic infrastructure
maintenance, despite continual efforts to rebuild at higher levels
(Cencetti and Rivelli, 2011; Marcato et al., 2012).
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Fig. 1. (a) Topography (SRTM) of central South America. The catchments of La Plata River and the internally-drained Andean Plateau (Altiplano-Puna, (AP)) are outlined in
dashed black and solid white lines, respectively; the thin light-grey line denotes international borders. (b) Mean annual rainfall data derived from TRMM 2B31 V7 (1998-
2014) (Bookhagen and Strecker, 2008; Bookhagen and Burbank, 2010) and the main atmospheric features of the SAMS that control the rainfall pattern in subtropical regions
(SALLJ and SACZ). Rainfall is characterized by a pronounced gradient between low-elevation frontal areas and arid, high-elevation areas of the internally-drained plateau in
the orogen interior. The black rectangle delineates the study area in the Eastern Cordillera of the southern Central Andes of Argentina where discharge time series are
available (cf. Fig. 2).

3. Data and methods time series from the upper Rio Bermejo in Pozo Sarmiento
(SA0693); (2) From September 1956 to August 2015 (59 y) with
3.1. Data four time series from the upper Rio Bermejo: two from the main

trunk at Pozo Sarmiento and Aguas Blancas (SA0604), and two

Four time series of daily discharge were available for different additional ones from different tributaries (Rio Pescado at Cuatro

time intervals starting from 1940 (Table 1). We analyzed two time Cedros, SA0629; Rio San Francisco at Caimancito, JU0016)
intervals: (1) From September 1940 to August 2015 (75 y) with one (Table 1).
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Fig. 2. Digital elevation model of the study area with principal drainages. Polygons
represent the catchment areas at the station location and circles denote the four
analyzed hydrological stations in the provinces of Jujuy and Salta. The white stars
indicate the location of the cities of Jujuy and Salta. The grey lines indicate
international boundaries.

We also considered four climate indices as proxies for large-
scale coupled atmospheric-oceanic conditions: (1) the EI-Nifio
Southern Oscillation BEST index (ENSO BEST, combining Nino 3.4
SST and the Southern Oscillation Index, Smith and Sardeshmukh,
2000); (2) the Tropical Southern Atlantic sea-surface temperature
(SST) anomaly (TSA, SST anomaly is calculated in the box 30°W -
10°E, 20°S - 0°, Enfield and Mestas-Nunez, 1999); (3) the SunSpot
Number index (SSN, Clette et al., 2014); and (4) the Pacific decadal
Oscillation index (PDO, the leading EOF of mean November
through March SST anomalies for the Pacific Ocean to the north
of 20°N, Mantua and Hare, 2002). All climate indices, except the
TSA, are available for the time interval between 1940 and 2015;
the use of the TSA index was limited to the time interval between
1956 and 2015 (Table 2). All time series available for the time
interval between 1940 and 2015 (normalized discharge anomaly
and climate indices) are shown in Fig. 3 (see the Supplementary
information for the time series relevant to the time interval
between 1956 and 2015, Fig. S1).

3.2. Methods

3.2.1. Data preparation
First, the daily observations of discharge were converted into
mean monthly discharge values. Short data gaps in the time series

Table 1

Table 2

Time series for both normalized discharge anomaly and climate indices for the two
considered time intervals between September 1940 and August 2015 (Fig. 3), and
between September 1956 and August 2015 (Fig. S1).

Time interval Time interval 1956-2015

1940-2015
SA0693

Discharge time series SA0693, SA0604, SA0629,

and JU0O16
ENSO BEST, TSA, SSN, and PDO

Climate indices ENSO BEST, SSN,

and PDO
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Fig. 3. Time series of the normalized discharge anomaly (NQ, SA0693, black), El-
Nifio Southern Oscillation BEST index (ENSO BEST, red) (Smith and Sardeshmukh,
2000), SunSpot Number index (SSN, magenta) (Clette et al., 2014), and the Pacific
decadal Oscillation index (PDO, blue) (Mantua and Hare, 2002) for the time interval
between 1940 and 2015.

of mean monthly discharge (at most 10% of data were missing)
were filled using synthetic values obtained by standard linear
regression with the time series of the neighboring station with
the highest correlation coefficient (World Meteorological
Organization, 2011). To attenuate the annual cycle, which is mainly
controlled by the SAMS, deseasonalized time series were generated
as follows:

k
v _ (& — 1)

xk = 1
F= M
where z¢ is the original time series, with k=1, ... Ny, Ny is the
length of the time series in years and i=1, ..., 12 is the month (i

=1 for Jan,..., 1 =12 for Dec), and ; and g; are the monthly mean
and standard deviation of discharge over the entire time-series
length, respectively (Mcleod and Gweon, 2013; Wilks, 1995). We
refer to the deseasonalized time series of discharge as the time series
of normalized discharge anomaly (Table 2).

The time series (normalized discharge anomaly and climate
indices) were subsequently decomposed using the Ensemble
Empirical Mode Decomposition (EEMD, Wu et al., 2004; Wu and
Huang, 2009), which is an enhanced Empirical Mode
Decomposition (Huang et al, 1998). Subsequently, the link

Hydrological stations and station metadata. Legend: Time series start/end: YYYY-MM-DD; Length: Time-series length [years]; Area = area of the drainage basin at the station
location [km?]; basin-wide mean annual rainfall derived from TRMM2B31 (Bookhagen and Strecker, 2012, 2008); Minimum and maximum elevation values of each basin derived

from SRTM data.

Code Basin Station Time series start ~ Time series end  Length [y] Area [km?] Mean annual rainfall [mm]  Elevation range [m]
JU0016  San Francisco  Caimancito 1947-09-01 2015-08-31 68 22136 630 350-5900
SA0629  Pescado Quatro Cedros 1956-09-01 2015-08-31 59 1972 1440 480-4530
SA0604  Bermejo Aguas Blancas 1944-09-01 2015-08-31 71 4885 1280 400-5030
SA0693  Bermejo Pozo Parmiento  1940-09-01 2015-08-31 75 23782 1080 300-5100
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between normalized discharge and climate indices was
analyzed using the Time-Dependent Intrinsic Correlation (Chen
et al., 2010).

3.2.2. The Empirical Mode Decomposition (EMD)

The EMD is based on the assumption that a time series results
from different intrinsic modes of oscillations, whose energy can
be associated with different timescales. Each of these oscillatory
modes is represented by an intrinsic mode function (IMF) con-
strained by the following conditions: (1) in the entire time series,
the number of extrema and the number of zero-crossings must
either be equal or differ by, at most, one; and (2) at any point,
the mean value of the envelope defined by the local maxima and
the envelope defined by the local minima is zero (Huang et al.,
1998). The IMFs represent an a posteriori-defined basis, which is
intrinsically non-linear and non-stationary in amplitude and fre-
quency. This is in contrast with standard spectral decomposition
generating a priori harmonic functions with constant amplitude
and frequency.

The IMF are generated from an arbitrary time series x(t)
through a technique known as the ‘sifting process’, which can be
summarized as follows:

1. all local extrema of x(t) are identified; subsequently all local
maxima are connected by a cubic spline to form the upper
envelope; the same is done for all local minima to form the
lower envelope. The upper and lower envelopes encompass all
data between them. The mean of these two envelopes is a func-
tion of time and designated as my(t). The difference h;(t)
between x(t) and the mean my(t) is computed:

hy () = x(t) — my (t) (2)

2. hy(t) represents the proto-IMF, but it potentially does not sat-
isfy the building constraints (new extrema may be generated
due to changing the local zero from a rectangular to a curvilin-
ear coordinate system (Huang and Shen, 2014)). Therefore, in
the next step hy(t) is treated as it were the data:

hy1 () = hy(t) — my (), (3)

where my(t) is the mean of the two envelopes generated from
hy(t). The sifting process is repeated k times, until the number of
zero crossings and extrema of hy(t) function, defined as:

hyg(t) = hyger)(t) — my(t) (4)

satisfy the following two conditions: (1) are equal or, at most, differ
by one; (2) stay the same for S consecutive times. Here, a critical
decision must be made: the stoppage criterion, i.e. the value of S.
For a review of the different criteria historically used for determin-
ing S, we refer to the relevant literature (Huang et al., 2003, 1998;
Huang and Shen, 2014); we point out that Huang et al. (2003) sug-
gested S-values between 4 and 8 for optimal siftings. After defining
the stoppage criterion, the first IMF is designated at k iteration
hyi(t) of the x(t) time series:

Ci(t) = hy(t) (5)

corresponding to the finest timescale or shortest period component
of the time series.

3. The residue ry(t):

() = x(t) - Gi() (6)

still potentially contains longer period variations. Therefore, r(t) is
treated as the new time series and the steps from 1 to 3 are

repeated n times until the final r,(t) residue either is smaller than
an a priori-fixed threshold or becomes a monotonic function from
which no more IMFs can be extracted.

Once the EMD procedure is completed, the x(t) time series
can be represented as the sum of all IMFs and the final
residue:

X(t) = G (t) + C(t) + ... 4+ Cy(t) + 1a(t) (7)

The residue is commonly interpreted as the long timescale
trend (Wu et al., 2007). Importantly, the mean period T associated
with each IMF is estimated dividing the length of the time series
(expressed for example in years) by the semi-sum of the number
of maxima and minima (Wu et al., 2004).

The two known limitations of the EMD method are mode-
mixing and data-ends effect problems. The mode-mixing problem
arises when a clear spectral separation of the modes is not attained
(Huang et al., 2003, 1999). The causes of mode mixing are related
to signal intermittency, generating not only aliasing in the time-
frequency distribution, but also rendering the physical meaning
of individual IMF ambiguous. A second important source of inaccu-
racy is generated at both ends of the time series, i.e. the data ends
effect (Wu et al., 2011; Zeiler et al., 2013), such as in other decom-
position methods (e.g., wavelet analysis, Torrence and Compo,
1998). To overcome these limitations, the Ensemble Empirical
Mode Decomposition (EEMD) was introduced, defining the final
IMF components of the x(t) time series as the mean of an ensemble
of IMFs obtained by N trials, obtained by adding white noise of
fixed amplitude to the x(t) time series (Wu and Huang, 2009).
The level of white noise added to the signal in the EEMD method
is not of critical importance, as long as the noise has finite ampli-
tude (i.e., non-infinitesimal compared with the amplitude of the
original signal) and there are a fair and large number of ensembles
to cancel out each white noise contribution in a time-space ensem-
ble mean (Wu and Huang, 2009). It is widely accepted that EEMD
largely overcomes both the mode-mixing and data ends problems,
greatly improving the consistency of the decompositions of slightly
different pairs of datasets and reducing the uncertainties at the
time series borders (Wang et al., 2012; Wu et al., 2011; Zhang
et al., 2010). It is important to mention that, although these
advances have resulted in satisfying the requirements of most
practical applications, a rigorous mathematical foundation of the
EMD technique, necessary for making the empirical approach more
robust, is not available yet. Although much effort has been devoted
to improving its mathematical foundation, the implementation of
EMD is still empirical and ad hoc (Wang et al., 2010). However,
since its introduction, EMD has been used in a wide range of appli-
cations, providing particularly useful insights in climate and atmo-
spheric studies (Antico and Torres, 2015; Chang et al.,, 2011;
Franzke, 2012; Massei and Fournier, 2012; Wilcox et al., 2013;
Wu et al., 2008, 2007).

Here, we applied the EEMD for each time series (normalized
discharge and climate indices) using equally populated ensembles
of 200 members and a white-noise amplitude equal to 0.5 for stan-
dardized climate indices (ENSO BEST, TSA, and PDO) and to 20 for
the non-standardized climate index (SSN) (Table 4 and Fig. 3).

3.2.3. Hilbert spectral analysis (HSA)

In addition, the Hilbert spectral analysis (HSA), was applied to
each IMF mode to characterize the time-frequency distribution of
the IMF mode, extracting the local frequency information (Huang
et al., 1998; Huang and Wu, 2009). With this method, the analyti-
cal signal C(t) can be described using the Hilbert transform,

Ct) = C(t) + j%P / - tc(_tt) dt (8)
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Table 3

113

Summary of EEMD analysis for the normalized discharge anomaly NQ (hydrological station SA0693, Fig. 2 and Table 1), ENSO BEST, SSN, and PDO for the time interval 1940-2015.
For each statistically significant IMF, the value of its mean period T [y] is indicated; no mean period values are indicated for non-significant IMFs.

Tly]

NQ SA0693 ENSO BEST SSN PDO
IMF1 - - - -
IMF2 - - - 0.6
IMF3 1.0 13 - 1.1
IMF4 2.5 3 - 2.6
IMF5 - 6.1 - 5.2
IMF6 9.4 10.9 11.2 113
IMF7 21.6 259 - 25.7
IMF8 - - - -

Table 4

Time-independent Pearson correlation values between the normalized discharge anomaly (NQ) for station SA0693 and the available climate indices for the time interval between
1940 and 2015, for the entire time series and each IMF match. Only statistically significant correlation values are shown (p < 0.05).

ENSO BEST SSN PDO
NQ SA0693 Entire time series - - 0.086
IMF3 0.111 - -0.132
IMF4 -0.176 - —0.143
IMF6 -0.186 - -
IMF7 0.178 - 0.639

where P is the Cauchy-principle value (Huang et al., 1998). Eq. (8)
can be expressed also using the complex-valued analytic formula-
tion, as:

C(t) = A(t)el"® 9)

where A(t) = |Ct)| is instantaneous and

the
o) = arctan(l';(éc((%) is the instantaneous phase function (Huang

et al.,, 1998; Huang and Wu, 2009). From Eq. (9) it follows that for
each IMF the energy density is given by the mean square value of
the instantaneous amplitude and the instantaneous frequency can
be estimated as:

o0 = 05 gt

The Hilbert method provides a viable estimation of the instan-
taneous frequency (Huang et al., 2009), but alternative methods
are also available, e.g., the direct quadrature and Teager energy
operator (Huang et al., 2009).

The combination of the EMD and HSA is the Hilbert-Huang
Transform (HHT) (Huang, 2005). We applied the HHT Matlab™
packages provided by Huang and Wu (2009), which include the
statistical significance test.

amplitude

(10)

3.2.4. Statistical significance test

The EMD method provides a dyadic filter bank through numer-
ical experiments on fractional Gaussian noise and white noise
(Flandrin et al., 2004; Wu et al., 2004). It has been also observed
that the IMF components of pure white noise are normally dis-
tributed, their Fourier spectra are identical and the product of their
energy density and the corresponding mean period are constant.
These properties were used to develop the statistical significance
test for IMFs obtained by EMD, to distinguish pure noise derived
IMF components from IMF components with physically meaning-
ful information (Wu et al., 2004). Once the significance level has
been determined, the confidence intervals of the test are estimated
applying EMD to Gaussian white noise in a Monte Carlo simulation,
to generate the spread function of mean energy density as a func-
tion of the mean period for all IMFs components. Thus, an IMF
component of a X(t) time series is statistically significant at the sig-
nificance level, whenever its mean energy density (i.e., the mean

square value of the instantaneous amplitude, from Eq. (9)) lies out-
side the confidence interval obtained for pure white noise (Wu
et al., 2004). In this study we applied the statistical significance test
to determine whether the IMF components of the normalized dis-
charge and the climate indices time series contain physically
meaningful information at the 5% significance level.

3.2.5. The time-dependent intrinsic correlation (TDIC)

When applied to non-stationary noisy time series, the classical,
time-independent definition of the correlation may distort correla-
tion information between the signals and provide an unphysical
interpretation (Chen et al, 2010; Hoover, 2003; Rod6 and
Rodriguez-Arias, 2006).

Alternatively, and consistent with the non-stationarity of the
time series, the correlation coefficient can be estimated using a
sliding window or a scale-dependent correlation technique. The
estimation of the correlation between time series may use window
sizes defined by the local characteristic scale given by the data
itself. Recently, Chen et al. (2010) proposed to use the EMD to esti-
mate an adaptive window to calculate the TDIC for denoised sig-
nals (IMFs).

The TDIC of each pair of statistically significant IMFs is defined
as:

Ri(ty) = Corr(Cui(ty,) Cai(ty,)) (11)

at any ty, where Corr is the correlation coefficient of two time series
and ty, is the sliding window size, defined as follows:

th = [ty — ntg/2 : ty +ntg/2) (12)

The minimum sliding window size for the local correlation esti-
mation is chosen as t; = max(T+(t), T2j(tx)) where T;; and T, are
the instantaneous periods T = ®~!, and n is any positive real num-
ber (Chen et al., 2010). We emphasize that TDIC is meaningful
when applied to pairs of statistically significant IMFs with similar
mean period. In addition, in this study the statistical significance
of the TDIC values were evaluated using a Student’s t-test at the
5% confidence level.

This method has been applied in several studies to characterize
the relationship between different time series (e.g., Chen et al,,
2010; Huang and Schmitt, 2014). Here we used TDIC to evaluate
correlations between normalized discharge and the climate
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indices. In addition, the Time-Dependent Intrinsic Cross-
Correlation (TDICC) is estimated applying TDIC analysis with
time-lags varying from 2 to 12 months to evaluate possible delays
in response between the climate indices and the normalized dis-
charge anomaly.

4. Results

The Hilbert-Huang Transform (HHT) analysis was applied to the
normalized discharge anomaly and the climate indices for two
time intervals: from 1940 to 2015, and from 1956 to 2015. In the
following two sections, the results of our analysis will be presented
for each of these two time intervals. Each section first presents the
results of EEMD analysis applied to the time series of the normal-
ized discharge anomaly, including the results of the Hilbert spec-
tral analysis. Subsequently, EEMD outcomes obtained from the
climate indices are presented. Finally, time-independent Pearson
correlation and TDIC are shown for pairs combining both the entire
time series and the IMFs of the normalized discharge anomaly and
the climate indices.

4.1. Time interval from 1940 to 2015

Results for this time interval refer to station SA0693. The power
spectrum of this time series was obtained using a standard Fast

Fourier transform (Frigo and Johnson, 2005) and does not show
large amplitudes, except for harmonics at periods between 20
and 30y (Fig. 4a, right panel). EEMD resulted in eight IMFs and a
residue (Fig. 4), among which four IMFs (IMF3 (T = 1y), IMF4 (T
=25y), IMF6 (T=9.4y), IMF7 (T=21.6y)) and the residual
(monotonically increasing) were statistically significant at the 5%
level (Fig. 5). The mean period T associated with each IMF is esti-
mated in years, dividing the length of the time series (number of
years) by the semi-sum of the number of maxima and minima
(Wu et al., 2004).

We observed that the high-frequency modes of oscillation asso-
ciated with intra-annual variability (T <1 y) are not significant (i.e.,
the noise component), despite that they account for a large amount
of the discharge-anomaly variance (>25% for each mode). In addi-
tion, although the time series were deseasonalized, up to 27% of
the variance is explained by IMF3, relevant to the annual cycle
(T =1y). The remaining variance of NQ can be explained by IMF4
(17%) and by IMF6 and IMF7 (11% and 10%, respectively).

The instantaneous frequencies associated with the statistically
significant IMFs were nearly constant and close to their mean
value. In addition, local oscillations or ‘spike-like’ features around
the mean value were also observed (e.g., instantaneous frequency
of IMF4 in 1975, Fig. 4b right panel). Recalling that the frequency
is defined as the derivative of the instantaneous phase (Eq. (10)),
these spike-like features of the frequency explain the local phase
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Fig. 4. (a) Monthly normalized discharge anomaly for hydrological station SA0693 (left) and the amplitude of its Fourier spectrum [s~!] obtained applying a Fast Fourier
transform (right). (b) IMFs obtained applying the EEMD method to the monthly normalized discharge anomaly (left). Eight IMFs and one residue have been obtained. Magenta
rectangles indicate statistically significant IMFs (c.f,, Fig. 5). Percentage represents the explained variance for each IMF. Since the IMFs obtained by EEMD do not constitute a
basis of non-independent elements, the sum of all IMF explained variances can be higher than 100%. The right panel shows the instantaneous frequency of each IMF obtained

by HSA; mean period T for the whole time series (1940-2015) is also reported.
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Fig. 5. Statistical significance test results for the IMFs of the normalized discharge
anomaly (Fig. 4), based on the comparison between the energy density and spread
functions obtained by white noise; lines correspond to the 90% (red), 95% (blue),
and 99% (black) confidence interval superior extremes. Magenta circles represent
energy density (i.e.,, mean square value of the instantaneous amplitude, from Eq.
(8)) as a function of the mean period T (i.e., the ratio of the length of the time series
(number of years) and the semi-sum of the number of maxima and minima) for
each IMF (Wu et al., 2004). Each value above the blue line indicates an IMF that is
statistically different from white noise at the 5% level. IMF3 (T = 1y), IMF4 (T = 2.5
y), IMF6 (T=9.4y), IMF7 (T=21.6y), and the residue result to be statistically
significant.

shift observed in the relevant IMF (e.g., C4 in 1975, Fig. 4b left
panel, and Supplementary information, Fig. S2). We observed that
these oscillations were not synchronized for all IMFs. For example,
for IMF4, the larger oscillation occurred during 1975, whereas for
IMF6 two major oscillations of similar magnitude were observed
in 1968 and 1992, respectively.

Importantly, we also observed that the amplitude of the oscilla-
tions of IMF3 of NQ strongly increased from the middle 1970s to
the late 1990s (Fig. 6); to a lesser degree, a similar behavior was
observed from the early 1950s to the middle 1960s. These local
increases of IMF3 appeared to be synchronous, with one period
of oscillation of IMF7, whereas the remaining IMFs did not exhibit
similar changes (Fig. 6).

Monthly time series of ENSO BEST, SSN, and PDO for this time
interval were also analyzed using EEMD. Table 3 and Fig. 6 summa-
rize the statistically significant IMFs with the relevant mean period
for each index, including normalized discharge anomaly. We
observed that the ENSO BEST index was associated with five IMFs
(IMF3-7), the SSN index with one IMF (IMF6), and the PDO index
with six IMFs (IMF2-7). Individual results from EEMD, Hilbert spec-
tral analysis, and statistical significance testing are documented in
the Supplementary information (Fig. S3-8).

To evaluate possible links between the normalized discharge
anomaly and the selected climate indices, we estimated the stan-
dard time-independent Pearson correlation for the complete time
series as well as for each match of statistically significant IMFs
(e.g., the match of IMF3 of NQ and IMF3 of both ENSO BEST and
PDO) (Table 4). Low correlation values were found (absolute values
of correlation less than 0.2), except for the IMF7 match between
the normalized discharge anomaly (mean period T =21.6y) and
PDO (mean period T =25.7 y) (p = 0.639) (Table 3 and Table 4).

In a second step, the TDIC analysis was applied. As an example
of the TDIC analysis outcome, the correlation obtained for the IMF4

(mean period T ~ 3 y) pair of ENSO BEST and PDO indices is shown
(Fig. 7). TDIC values for sliding window sizes smaller than the max-
imum instantaneous period of both two IMF4 at each time position
were considered non-significant (i.e., at least one full cycle of the
longest local wave length must be completed to consider the cor-
relation between the two IMFs as significant). The TDIC plot results
in a triangle whose base is defined by the length of the time series.
Consequently, the top point corresponding to the maximum
sliding-windows size represents the correlation coefficient
between the two IMF4 for the whole time interval (from 1940 to
2015). In general, TDIC transitions from high to low absolute values
as well as sign switches suggest potentially weakened physical
mechanisms that link the analyzed processes (Chen et al., 2010).
Our analysis documents generally high correlation values for the
pair of IMF4 of ENSO BEST and PDO for any sliding-window size,
suggesting a strong link between ENSO and PDO at this timescale,
particularly between 1940 and the late 1960s, and between the
mid 1990s and 2015 (Fig. 7). On the contrary, for the time interval
between the late 1960s and 1985 correlation assumes relatively
low values, especially for sliding-window sizes smaller than 40
years, suggesting that at this timescale (~5y) the link between
ENSO and PDO has weakened possibly due to other disturbances
(Fig. 7).

The TDIC results for the pairs of IMF4, IMF6, and IMF7 of the
normalized discharge anomaly (statistically significant IMFs for
the time series from the hydrological station SA0693) and the cli-
mate indices for the time interval between 1940 and 2015 (ENSO
BEST, SSN, and PDO) are summarized in Fig. 8. The outcomes for
IMF3 with a mean period T ~ 1y (annual cycle), mainly controlled
by the SAMS, are not shown.

For IMF4 (mean period T = 2.5 y), until approximately 1980, the
correlation between NQ and ENSO BEST showed a similar structure
to that obtained by correlating NQ and PDO, with generally low
correlation values (both positive and negative). After 1980, the
ENSO BEST index continued to exhibit low correlation values with
the normalized discharge anomaly. This result is also confirmed by
analyzing the TDICC of the IMF4 pair of ENSO BEST and the normal-
ized discharge anomaly at different time lags from 2 to 12 months
(Supplementary information, Fig. S9). Conversely, the PDO was
highly anti-correlated with the normalized discharge anomaly
(Fig. 8). For short sliding window sizes (<10y), until the early
1990s we also observed short time intervals (~5 y long) at approx-
imately 15 y recurrence-time intervals, for which a strong positive
correlation between the normalized discharge anomaly and both
ENSO BEST and PDO was found. This behavior reflects that the fre-
quencies of both IMF4 (e.g., of NQ and ENSO BEST) were nearly
constant, with close, but different values, generating a quasi-
periodic short time interval during which the two IMF4 were
locally in phase (i.e., strongly correlated). We consider this an arti-
fact produced by the method without any real physical meaning.

For IMF6 (mean period T = 9.4 y) TDIC exhibited rather similar
correlations between the pairs of the normalized discharge anom-
aly and ENSO BEST and PDO indices, respectively. Except for locally
high positive values, especially for PDO at about 1980, relatively
low correlation values were found until approximately 1990 and
a strong anti-correlation afterwards. In contrast, SSN correlation
with the normalized discharge anomaly resulted in a generally
opposite behavior, with generally weak or negative values between
approximately the mid-1960s and the early 1990s. A similar
behavior was also found by analyzing the TDICC of the IMF6 pair
of SSN and the normalized discharge anomaly with different time
lags, except those for time lags>6 months larger positive correla-
tion values were obtained (Supplementary information, Fig. S10).

For IMF7 (mean period T =21.6y), the normalized discharge
anomaly showed a generally strong positive correlation with
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Fig. 7. Time-Dependent Intrinsic Correlation (TDIC) analysis of the correlation of
IMF4 between ENSO BEST (mean period T = 5.8 y) and PDO (mean period T = 5.0 y)
for the time interval from 1940 to 2015. The horizontal axis is the time of the series
(i.e., from 1940 to 2015), where the current position indicates the center of the
sliding window, and the vertical axis is the size of the sliding window. For each
instant (i.e. month) for which the TDIC has to be estimated, the correlation between
the two time series is calculated for different time-window sizes, defined by Eq.
(11). Only statistically significant values (p < 0.05) are shown. Except for the time
interval between approximately 1970 and 1990, a strong positive correlation is
found for most sliding window sizes.

PDO. In comparison to NQ-PDO pair, ENSO BEST correlation with
the normalized discharge anomaly generally resulted in smaller
correlation values for IMF7. Finally, ENSO BEST and PDO indices
exhibited strong correlations at all timescales, whereas SSN and

PDO showed a strong correlation until approximately 1980 and a
strong anti-correlation since then (Supplementary information,
Figs. S11 and S12).

4.2. Time interval from 1956 to 2015

For this time interval, four time series of the normalized dis-
charge anomaly were available from different hydrological stations
(JuOOo16, SA0604, SA0629, and SA0693). As for the time interval
between 1940 and 2015, EEMD resulted in eight IMFs and one resi-
due for all hydrological stations and the climate-indices time series
(Table 5). For all time series of the normalized discharge anomaly, a
monotonically increasing residue was obtained (Fig. 9). We
observed that each time series of the normalized discharge anom-
aly was composed of a set of statistically significant IMFs which
differ from the others in terms of the mean period T, i.e. regarding
the associated timescale (Table 5).

For example, the time series of NQ from station SA0604 exhib-
ited one statistically significant IMF (IMF7, mean period T = 22.1y),
whereas from station SA0629 it presented two IMFs (IMF5 and
IMF7, with mean period equal to 4.3y and 23.3y, respectively).
Also, station JUOO16 was associated with five statistically signifi-
cant IMFs (IMF3-7) (Fig. 9). Furthermore, in case that different time
series of NQ were composed of an IMF associated with the same
timescale, the mean periods T had relatively close values (Table 5).

In addition, for the time interval between 1956 and 2015, the
time series from station SA0693 revealed the same set of four IMFs
as for the time interval between 1940 and 2015 (Tables 3 and 5).
Importantly, we observed the local increase of the amplitude of
the oscillations of IMF3 of NQ from the middle 1970s to the late
1990s. This was already discussed for the time interval between
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Fig. 8. TDIC results obtained from pairs of same order IMFs of normalized discharge anomaly of station SA0693 and the processed climate indices for the time interval
between 1940 and 2015. Top: IMF4 (T = 2.5 y) matches between NQ and (left) ENSO BEST and (right) PDO. Middle: IMF6 (T = 9.4 y) matches between NQ and (left) ENSO BEST,
(center) SST, and (right) PDO. Bottom: IMF7 (T = 21.6 y) matches between NQ and (left) ENSO BEST and (right) PDO. Only statistically significant values (p < 0.05) are shown.

1940 and 2015, in association with one period of oscillation of
IMF7 (Fig. 9); in this case, the time series were not long enough
to evaluate the same behavior for the time interval between the
early 1950s and the middle 1960s. To a lesser degree, the IMF4
(~2.3y) and IMF5 (~5 y) of NQ presented locally increased ampli-
tudes of the oscillations from the middle 1970s to the late 1990s
(Fig. 9). As for the time interval between 1940 and 2015, the
instantaneous frequency associated with each IMF of the normal-
ized discharge anomaly had approximately constant values around

Table 5

the mean frequency value (see Supplementary information,
Figs. S13-20).

Monthly time series of ENSO BEST, TSA, SSN, and PDO for this
time interval were also analyzed using the EEMD (Table 5). It
emerged that the ENSO BEST index was associated with five IMFs
(IMF3-7), the SSN index with one IMF (IMF6), and the PDO index
with six IMFs (IMF2-7). Note that for both ENSO BEST and PDO
indices, the IMF7 presented less than two cycles during this time
interval and, although statistically significant, results for these

Summary of EEMD analysis for the normalized discharge anomaly NQ (hydrological station SA0693, SA0604, SA0629, JU0O016), ENSO BEST, SSN, and PDO for the time interval
1956-2015. For each statistically significant IMF (p < 0.05), the value of its mean period T [y] is indicated; mean period values are indicated only for statistically significant IMFs;
mean periods in parenthesis are associated with IMFs considered unreliable, although statistically significant, because their mean period is greater than half of a time-series
length (i.e., less than three cycles occurred during the time interval of the time series).

Tly]

NQ SA0693 NQ SA0604 NQ SA0629 NQ JU0016 ENSO BEST TSA SSN PDO
IMF1 - - - - - - - -
IMF2 - - - - - - - 0.6
IMF3 1 - - 1 14 12 - 1.1
IMF4 2.1 - - 24 3 26 - 2.7
IMF5 - - 43 54 5.8 54 - 5
IMF6 11.6 - - 9.2 12,5 11.8 11.2 114
IMF7 19.7 22.1 233 19.8 (30.6) 19.9 - (32.8)

IMF8 - - -
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Fig. 9. EEMD results for the time interval between 1956 and 2015. For each statistically significant IMF of normalized discharge anomaly (Table 5), all relevant statistically
significant IMFs of the available climate indices are shown. IMFs mean periods T are also indicated. The residue for each time series is also shown.

two indices of IMF7 could not be considered reliable. Furthermore,
especially for the high frequency IMFs (IMF2-4), the climate indices
showed approximately constant instantaneous frequency, except
for local short and large oscillations around the mean frequency
value. The outcomes of EEMD, Hilbert spectral analysis, and statis-
tical significance testing are documented in the Supplementary
information (Figs. S21-28).

Table 6
Pearson correlation values between the normalized discharge anomaly (NQ) and the avail

For the original time series, the time-independent Pearson cor-
relation analysis of the normalized discharge anomaly and each cli-
mate index showed generally low values (absolute correlation
values lower than 0.14, Table 6). In the case of IMF pairs, time-
independent Pearson correlation values remained small except
for the IMF7 for station-to-station pairs or station-to-PDO pairs
(Supplementary information, Table S1-5 for each IMF). Concerning

able climate indices for the time interval between 1956 and 2015, for the entire time

series (TS). The Pearson correlation values for each IMF match are available in the Supplementary information (Tables S1-5). Only statistically significant correlation values are

shown (p <.05).

NQ SA0604 NQ SA0629 NQ JU0016 ENSO BEST TSA SSN PDO
NQ SA0693 0.782 0.740 0.623 - 0.124 - -
NQ SA0604 0.709 0.501 - 0.083 0.140 -
NQ SA0629 0.580 - 0.107 0.140 -
NQ JU0016 - 0.127 - 0.094
ENSO BEST —0.087 - 0.444
TSA —-0.288 -

SSN
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Fig. 10. TDIC results obtained by matching IMF4 of normalized discharge anomaly from stations SA0693 and JUOO16, and the available climate indices for the time interval
from 1956 to 2015. Top: SA0693 (T = 2.1 y) matches between NQ and (left) ENSO BEST, (center) TSA, and (right) PDO. Bottom: JU0O16 (T = 2.4 y) matches between NQ and

(left) ENSO BEST (center) TSA, and (right) PDO.

the TDIC, we observed that for the IMF4 pairs (T ~ 2.3 y), TDIC
exhibited for short sliding window sizes (<10 y) a behavior similar
to that observed for the time interval between 1940 and 2015 for
ENSO and, limited to approximately 1980, for PDO correlations
with NQ (Fig. 10). This behavior was due to the fact that the fre-
quencies of both IMF4s (e.g., of NQ and ENSO BEST) were nearly
constant, with close, but different values. This generated quasi-
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periodic short-time intervals during which the two IMF4 were
locally in phase (i.e., strongly correlated), but resulting to be
weakly anti-correlated elsewhere. Importantly, these high positive
correlation values cannot always be associated with positive or
negative ENSO or PDO phases and, as for the time interval between
1940 and 2015, we consider them as an artifact produced by the
method without any real physical meaning. Interestingly, for the
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Fig. 11. TDIC results obtained by matching IMF5 of normalized discharge anomaly from stations SA0629 and JU0O16, and the available climate indices for the time interval
from 1956 to 2015. Top: SA0629 (T = 4.3 y) matches between NQ and (left) ENSO BEST, (center) TSA, and (right) PDO. Bottom: JU0016 (T = 5.4 y) matches between NQ and
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IMF4 pair of the normalized discharge anomaly and TSA index,
both available time series of the normalized discharge anomaly
(SA0693 and JU0016) exhibited very high correlation values until
1990, whereas after the middle 1990s, high heterogeneity was
observed in TDIC. The analysis of TDICC of the IMF4 pair of TSA
and the normalized discharge anomaly for both stations did not
exhibit appreciable differences in the cross-correlation temporal
structure up to four-month long time lag, whereas for time-lags
>4 months generally smaller correlation values or high anti-
correlation were found until approximately 1990 (Supplementary
information, Figs. S29 and S30). On the contrary, for the pair of
the normalized discharge anomaly and PDO index, TDIC showed
strong anti-correlation for the time series from station SA0693
after approximately 1980.

For IMF5 (T ~5y), TDIC mostly exhibited a strong anti-
correlation between the normalized discharge anomaly and the
ENSO BEST index for both available time series (SA0629 and
JU0016, Fig. 11). This result is also obtained applying the TDICC
analysis to the IMF5 pair of ENSO BEST and the normalized dis-
charge anomaly for both stations, revealing a strong anti-
correlation up to six-month long time lag, whereas for time lags
>6 months generally weaker anti-correlation was found (Supple-
mentary information, Figs. S31 and S32).

The IMF5 pair of the normalized discharge anomaly and TSA
index instead revealed generally high positive correlation values,
especially between approximately 1960 and the middle 1980s for
sliding-window sizes smaller than 20 y. In contrast, the IMF5 pairs
of the normalized discharge anomaly and PDO index showed a
weak relationship until 1990 but strong anti-correlation
afterwards.

For IMF6 (T ~ 10y), pronounced heterogeneous results were
observed for the hydrological stations SA0693 and JUO0O016
(Fig. 12). For the IMF6 pairs of the normalized discharge anomaly
and both ENSO BEST and PDO indices, TDIC for the time series from
station SA0693 mostly showed a structure of values opposite to
that obtained for the IMF6 pairs of NQ and both TSA and SSN
indices. There existed a relatively strong correlation until 1990
and a subsequent strong anti-correlation. For the time series from
station JUOO16 the correlation values between the normalized dis-
charge anomaly and the climate indices was weaker, except for the
IMF6 pair of the normalized discharge anomaly and SSN index,
which exhibited a relatively high anti-correlation.
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For IMF7 (T ~ 20y), although PDO evidenced strong correlation
values for any available sliding window size, as it was observed
between 1940 and 2015, these results could not be considered reli-
able, since less than two cycles were available for the time interval
between 1956 and 2015. Instead, for this timescale (T ~ 20 y) TDIC
results for the pair of the normalized discharge anomaly and TSA
index revealed a generally weaker relationship until the early
1980s compared to shorter timescales, showing negative values
for all four stations, and rather high positive values starting from
approximately 1990 (Fig. S33).

5. Discussion

The EEMD analysis proved to be an efficient method to docu-
ment long-term river-discharge trends and to decipher magnitude
and frequency of oscillatory modes of river-discharge variability at
different timescales in the southern Central Andes of NW Argen-
tina. In addition, the combination of EEMD and TDIC analyses pro-
vided important insights to help identify linkages with large-scale
modes of climate variability that might have affected river dis-
charge in NW Argentina between 1940 and 2015. The EEMD anal-
ysis showed for both analyzed time intervals (between 1940 and
2015, and 1956 and 2015) that all time series (i.e., five normalized
discharge anomaly and four climate indices) could be considered
as the combination of eight intrinsic mode functions (IMFs) associ-
ated with different mean periods and one residual. In the following
sections, we first discuss the IMFs results and the associated impli-
cations of linking river discharge with large-scale modes of climate
variability. In a second step, we address the residuals as long-term
trends of river discharge for both considered time intervals, dis-
cussing them in a regional perspective.

5.1. IMFs

In our study the EEMD analysis resulted in four statistically sig-
nificant IMFs for the time series of the normalized discharge anom-
aly from station SA0693, i.e. four IMFs components with physically
meaningful information (Wu et al., 2004). This observation allows
one to consider the obtained four IMFs as quasi-periodic modes of
variability of the normalized discharge anomaly, which can be
linked to large-scale modes of climate variability at similar time-
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Fig. 12. TDIC results obtained by matching IMF6 of NQ of hydrological stations SA0693 and JU0O16, and the available climate indices for the time interval from 1956 to 2015.
Top: SA0693 (T = 11.6 y) matches between NQ and (left) ENSO BEST, (center-left) TSA, (center-right) SSN, and (right) PDO. Bottom: JU0016 (T = 9.2 y) matches between NQ

and (left) ENSO BEST (center-left) TSA, (center-right) SSN, and (right) PDO.
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scales (Antico and Kroéhling, 2011; Antico and Torres, 2015; Massei
and Fournier, 2012; Molina et al., 2015; Wang et al., 2015).

For station SA0693, the same statistically significant IMFs
(IMF3, IMF4, IMF6, and IMF7) were obtained for both considered
time intervals, with similar mean period values T. Relatively small
differences between T values of the same IMF obtained for the two
time intervals were to be expected, given that the IMFs obtained by
the EEMD method are approximations of the true envelope consti-
tuting the original time series (Wang et al., 2010). Therefore,
results obtained from the analysis between 1940 and 2015 hold
also true for the time interval between 1956 and 2015 when the
time series was not long enough to allow for an analogous analysis.

The results of our study revealed furthermore that a complex
system of climate and coupled atmosphere-ocean processes con-
trol river discharge variability in the southern Central Andes. This
is due to the geographic setting of the study area at the transition
between the tropics and subtropics, the pronounced topographic
and climatic gradients, and the various factors controlling rainfall
combined with different superposed atmospheric phenomena such
as the SALLJ, SACZ, and mountain waves (Boers et al., 2015;
Carvalho et al.,, 2012; de la Torre et al.,, 2015; de la Torre and
Alexander, 2005; Vera et al., 2006).

Several studies in the past two decades have applied spectral
analysis to discharge time series for different rivers in South Amer-
ica to associate large-scale climate modes of variability with dis-
charge deviations for these regions (Antico et al., 2014; Antico
and Krohling, 2011; Antico and Torres, 2015; Apaéstegui et al.,
2014; Compagnucci et al., 2014, 2000; Garcia and Mechoso,
2005; Pasquini and Depetris, 2010, 2007; Poveda et al., 2001;
Robertson and Mechoso, 1998; Stosic et al., 2016). Different
methodologies have been applied, from the classical Fourier Trans-
form (Garcia and Mechoso, 2005; Pasquini and Depetris, 2010;
Poveda et al., 2001; Robertson and Mechoso, 1998) to more com-
plex techniques, such as wavelet analysis (Apaéstegui et al.,
2014; Compagnucci et al.,, 2014, 2000; Pasquini and Depetris,
2007), permutation entropy and statistical complexity analysis
(Stosic et al., 2016), and Empirical Mode Decomposition (EMD)
(Antico et al., 2014; Antico and Krohling, 2011; Antico and
Torres, 2015; Molina et al., 2015). Below, we discuss our results
in light of these previous findings, referring to the timescales on
~2 - 5y, ~10y, and ~20y as the multi-annual, decadal, and
multi-decadal timescales, respectively.

5.1.1. Multi-annual timescales (~2-5y)

Some of the previous studies suggested that at multi-annual
timescales much of the discharge variability of some major South
American rivers (i.e., Uruguay, Parand, Paraguay, Negro, La Plata,
Sdo Francisco) may be linked with ENSO activity (Garcia and
Mechoso, 2005; Pasquini and Depetris, 2007; Robertson and
Mechoso, 1998; Stosic et al., 2016) and the North Atlantic Oscilla-
tion (NAO) (Antico et al., 2014; Hurrell et al., 2003). The role of
ENSO as a potential driver of river-discharge variability was also
documented by Compagnucci et al. (2000) for Argentine rivers in
the Andes at about 35° S, and by Poveda et al. (2001) for most
Colombian rivers.

The results of our study document a link between ENSO and the
normalized discharge anomaly for two drainage basins (SA0629
and JUOO016) at multi-annual timescales (~5 y) (i.e., positive ENSO
phases were associated with lower river discharge and vice versa,
Fig. 11). Accordingly, ENSO appears as a potential forcing factor
for discharge variability at these timescales. At shorter timescales
(~2y), however, there appears to be a weak relationship between
ENSO and the normalized discharge anomaly, even considering
delays in response of up to 12 months (Figs. 9 and S9).

In contrast, at both ~2y and 5y timescales, anomalies in the
Southern Tropical Atlantic ocean SST, characterized by the TSA

index, exhibited a relatively strong link with discharge anomaly
at least until 1990 (Fig. 10 and Fig. 11). Cross-correlation analysis
would also suggest delay in response by a few months (<4)
between variations of TSA and discharge (Supplementary informa-
tion, Figs. S29 and S30). However, caution should be taken for the
evaluation of the delay in response using the TDICC technique,
given that the IMFs obtained by the EEMD method are approxima-
tions of the true envelope composing the original time series
(Wang et al., 2010). The results obtained from the TDIC analysis
between the TSA index and the normalized discharge anomaly
are partly in agreement with previous findings, suggesting that
SST anomalies in the tropical Atlantic control discharge in South
American rivers at decadal to multi-decadal timescales (Antico
and Torres, 2015; Garcia and Mechoso, 2005). Interestingly, we
observed that at multi-annual timescales, when the correlation
between PDO and discharge was weak (before 1990), TSA had a
strong correlation with the discharge anomaly. Conversely, when
the correlation between PDO and discharge was stronger (after
1990), the link between TSA weakened. To our knowledge, no pre-
vious study has documented a similar observation. We infer that
the PDO and SST anomaly of the southern tropical Atlantic alter-
nately modulate discharge variability in rivers of the southern Cen-
tral Andes (see below).

5.1.2. Decadal timescales (~10y)

Recent studies have linked solar activity (i.e., sunspot number)
and motion with multi-annual to decadal variations in streamflow
of the Parana river (Antico and Kroéhling, 2011; Compagnucci et al.,
2014) and subtropical Andean rivers up to 35° S lat (e.g.,
Compagnucci et al., 2014). Similar evidence coupled with SST
anomalies of the southern tropical Atlantic emerged for the Ama-
zon river (Antico and Torres, 2015). It was also suggested that
the Atlantic SST anomaly is a driver for discharge variability in
major South American rivers on both decadal and multi-decadal
timescales (Garcia and Mechoso, 2005; Pasquini and Depetris,
2010, 2007; Robertson and Mechoso, 1998).

With respect to solar activity, our results confirmed a strong
link between SSN and TSA indices given by the relatively high
anti-correlation values (IMF6, Fig. 9 and Supplementary informa-
tion Table S4 and Fig. S34), as previously suggested by Antico
and Torres (2015). Furthermore, only for the time series from sta-
tion JUOO16, whose catchment includes the climatic transition
zone between the humid and semi-arid sectors of the eastern
Andean flanks, we found a relatively strong anti-correlation
between the normalized discharge anomaly and SSN until approx-
imately until 1990. However, we did not identify a coherent spatial
pattern that would have indicated an unambiguous influence of
solar activity on river-discharge variability. This finding was cor-
roborated by the results of the TSA analysis, which did not demon-
strate a clear link between discharge variability and SST anomaly
in the southern tropical Atlantic at these timescales. On the other
hand, PDO impact on river discharge variability at decadal time-
scales appeared to become stronger compared to multi-annual
timescales, i.e. associated with a strong correlation until 1990
and a strong anti-correlation afterwards.

5.1.3. Multi-decadal timescales (~20y)

On multi-decadal timescales, PDO showed a particularly strong
link with the discharge anomaly, resulting likely from a first-order
control of discharge variability in the southern Central Andes
(Fig. 8). This finding agrees with results obtained by Marengo
(2009) and Marengo et al. (2012), who suggested that rainfall and
discharge trends in the Amazon basin can be explained by multi-
decadal modes of climate variability, such as PDO, for example. Sim-
ilar results were found by Antico et al. (2014 ), who proposed a link at
multi-decadal timescales between the Pacific ocean SST variability
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and streamflow of the Parana river in southeastern South America.
However, instead of using the PDO index Antico et al. (2014) used
the Interdecadal Pacific Oscillation index, which also includes south-
ern Pacific SST changes (Parker et al., 2007).

5.2. Trends of normalized discharge anomaly and the 1976-77 climate
shift

The EEMD method interprets the residual obtained from
decomposing a time series as the long-term trend (Huang et al.,
1998; Wu et al., 2007). For the normalized discharge anomaly
(NQ), although with different magnitude, monotonically increas-
ing, statistically significant trends were found for all hydrological
stations and time intervals (Fig. 9). In particular, we observed that
including or excluding the first 16 years of data from hydrological
station SA0693 does not influence the character of the overall
trends. In addition, the mean increase for both time intervals (from
1940 to 2015 and from 1956 to 2015) was approximately 10% of
the standard deviation per decade. In a previous study, we evalu-
ated trends of the same hydrological stations, using a different
method based on standard and quantile regression on the time
interval between 1940 and 1999, i.e. excluding the last 16 years
(Castino et al., 2016). In that analysis we found a mean increase
of the normalized discharge anomaly by approximately 8.5% per
decade, which is in good agreement with the outcomes of this
study. Similar results of long-term trend values obtained by differ-
ent methods and different lengths of the time series (i.e., excluding
or not excluding the first or last decades) demonstrates the robust-
ness of these trend results for NQ.

In addition, Castino et al. (2016) documented a change point
towards higher discharge values from 1971 to 1977 in agreement
with previous studies (Compagnucci et al., 2000; Garcia and
Mechoso, 2005; Garcia and Vargas, 1998; Genta et al., 1998;
Robertson and Mechoso, 1998). These authors linked the rapid
increase in river discharge in the southern Central Andes with the
1976-77 global climate shift (Carvalho et al., 2011; Graham, 1994;
Jacques-Coper and Garreaud, 2015; Kayano et al., 2009; Marengo,
2009; Miller et al., 1994), highlighting an intensification of the
hydrological cycle. Castino et al. (2016) furthermore documented a
statistically significant decrease in discharge following the large
increase corresponding with the change point, which already indi-
cated an oscillatory component in the normalized discharge
anomaly.

The EEMD results document that beginning with the middle
1970s to the early 1990s the amplitude of most modes of oscilla-
tion of discharge largely increased (see Sections 3.2.1 and 3.2.2).
We hypothesize that this increase is linked to a multi-decadal
PDO phase and, to a lesser degree, SST anomaly of the southern
tropical Atlantic variability at multi-annual timescales, respec-
tively. In particular, it can be noticed that the local increase in
IMF3 (annual timescales) appeared to be synchronous with one
period of oscillation of IMF7 (multi-decadal timescales) (Fig. 6).
Since IMF3 represents the mode of oscillation mainly associated
with the SAMS, one possible explanation is that the positive phase
of PDO modulated the intensity of the SAMS, which in turn
resulted in enhanced discharge on multi-decadal timescales.

Therefore, based on the results of the EEMD analysis, we hypoth-
esize that the rapid increase in discharge observed between 1971
and 1977 (i.e., Castino et al., 2016) is likely due to the superposition
of two distinct components: First, the oscillation rise of discharge
variability at multi-decadal timescales between approximately
1970 and 1982, linked to a PDO phase change (Figs. 5 and 8); second,
the long-term positive trend observed for the time interval 1940-
2015. In addition, during the 1970s the amplitude of discharge vari-
ability was locally further intensified by the oscillations linked to
TSA modes of variability on multi-annual timescales.

Partly similar explanations have been proposed by Zhang et al.
(2016). These authors analyzed the multi-decadal trend towards
wetter conditions in southeastern South America (SESA) during
the 20th century, which was followed by a decadal-scale drying
trend at the beginning of the 21st century. Castino et al. (2016)
observed that the drying trend in the southern Central Andes
already started in the early 1980s. However, despite some differ-
ences in the amplitude of the changes between model estimations
and observations, Zhang et al. (2016) showed in their model-based
study that the trend towards wetter conditions is likely driven by
radiative forcing associated with increasing greenhouse gases,
which could have caused the southward tropical expansion. SESA
is located within the subtropical descending branch of the Hadley
cell, which usually suppresses convection activity and forces dry
conditions at the surface. According to Zhang et al. (2016), the
southward tropical expansion would have moved the subtropical
descending branch of the Hadley cell away from SESA, resulting
in the increase in rainfall in SESA. Zhang et al. (2016) also proposed
that the drying trends observed at the beginning of the 21st cen-
tury are mainly attributable to internal climate variability, such
as the Pacific Decadal Variability (PDV) (Mantua and Hare, 2002)
and the Atlantic Multi-decadal Oscillation (AMO) (Enfield et al.,
2001).

6. Conclusions

We analyzed trends and modes of oscillation of discharge
anomaly from small to medium drainage basins (10%-10% km?) in
the southern Central Andes of NW Argentina. These catchments
are located in the transition between predominantly low-
elevation, humid areas in the east to medium- and high-
elevation semi-arid areas of the mountain belt in the west.

We relied on daily discharge observations and generated five
time series of the monthly normalized discharge anomaly (NQ):
one for the time interval between 1940 and 2015 (75 y), and four
for the time interval between 1956 and 2015 (59 y).

In our analysis we applied the Hilbert-Huang Transform to the
monthly NQ time series and obtained four key results:

1. Monotonically increasing, statistically significant trends were
found for all hydrological stations and time intervals, although
with different magnitude. This result agrees with similar findings
of previous studies in this region, documenting an overall intensi-
fication of the hydrological cycle.

2. The Ensemble Empirical Mode Decomposition analysis
revealed that discharge variability in this region can be described
by five quasi-periodic, statistically significant oscillatory modes,
with mean periods varying from 1y to ~20y and different
magnitude.

3. Discharge variability is mostly linked to Pacific Decadal Oscil-
lation (PDO) phases at multi-decadal (~20y) timescales and, to a
lesser degree, to the SST anomaly of the southern tropical Atlantic
at multi-annual timescales. In addition, we observed that the PDO
and SST anomaly of the southern tropical Atlantic might interfere
by modulating discharge variability in rivers in the southern Cen-
tral Andes, especially at multi-annual timescales. To a lesser
degree, discharge variability also exhibited evidence for a link with
ENSO and solar activity.

4. We hypothesize that the discharge change point observed
between 1971 and 1977, and previously associated with the
1976-77 global climate shift, results from the combination of the
periodic enhancement of discharge that occurred between the
middle 1970s and the early 1990s and the long-term increasing
trend. This appears to have been associated with the multi-
decadal PDO phase and multi-annual variability of the SST anom-
aly of the southern tropical Atlantic (TSA).
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